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Group Theory
by G. Bard

There are patterns in mathematics! One can add polynomials, add integers,
add fractions, add real numbers, and even add functions. In each case, you
always get another polynomial, integer, fraction, real number, or function.
Likewise you can multiply, and each time you multiply one of the above,
you get a polynomial, integer, and so forth. These patterns will be explored
in more detail, and generalized, to form the concept of a “group.”

7.1 What Patterns Can We See?

Each of these cases has a few facts in common. First, there is a set of el-
ements and an operation among them (for example, adding integers takes
two integers as input and generates one integer as output.) Since two ob-
jects are being combined to produce an answer, this type of operation is
called a binary operation. Second, we will observe properties (which we
will define shortly) called associativity, inverses, identity elements and clo-
sure. Sometimes another property, commutativity, is included. These five
properties are so common that that group theory becomes a very flexible
“universal language” for mathematical concepts.

The purpose of this language is threefold. At the highest level, it is
axiomatic mathematics, and permits us to prove facts about objects even
though we might not discover those objects until 100 years later. For ex-
ample, error correcting codes were developed in the 1950s and 1960s. They
were shown to be groups and immediately the whole body of knowledge of
group theory could be applied to them. . . even though most of the theorems
being applied were from the 19th century. This relationship is mutual, in-
terestingly enough, as the discovery of a very strange but important group
called the “monster group” came from the study of error correcting codes.
The monster group filled the final gap in the Structure Theorem of Fi-
nite Groups, which you will learn more about in the second Group Theory
Chapter.

211



!

!

!

!

!

!

!

!

212
7. Group Theory

by G. Bard

The second role of this language is to make the lives of mathematicians
much easier. Concepts like “inverse” or “image” are unbelievably common,
but it would be tedious to derive the useful theorems which you will shortly
learn, for each and every type of object that is a group. The third purpose
is that many objects have been discovered after the advent of group theory,
and so their properties and literature cannot be read without being very
conversant in this language. Some would also argue that group theory
is the gateway to other branches of algebra, such as Ring Theory, Field
Theory, Module Theory and eventually the study of Categories. But we
will permit you, the reader, to be the judge of that.

With these objectives in mind, first let’s catalog these patterns, and
then see what we can identify as examples of groups, and examples of
objects that are not groups.

Closure Surely when we add two integers, we get another integer. When
we add two polynomials or functions, we also get another polynomial or
function. If you have read the linear algebra chapter, you already know that
the same is true of adding m × n matrices, or multiplying r × r matrices.
This property is called closure.

One might note that adding fractions can lead to an integer. For ex-
ample, 1

2 + 1
3 + 1

6 = 1. Yet if we recall that the rational numbers Q contain
the integers there is no problem. After all, an integer is just a fraction with
denominator one.

Identity Elements Usually, these operations and sets have an element
that does nothing. This “lazy element” is called an identity element because
the output is identical to the input. For example, x+0 = 0+x = x for the
addition of integers, rational numbers, real numbers and polynomials too.
For multiplication of integers, fractions, polynomials, and real numbers,
x · 1 = 1 · x = x.

Inverses In many of the above examples, an “undo” step is possible. For
example, if one adds 3 and then subtracts 3, one gets what one started
with. This is obviously because 3+ (−3) = 0, and 0 is the identity element
of the integers under addition. Because 3 and −3 are paired in this way,
we say that they are inverses of each other.

The same works with the multiplication of non-zero rational or non-zero
real numbers. The reciprocal of a non-zero real number forms its inverse,
because x·(1/x) = 1, and 1 is the “identity element” of multiplication. (The
term identity element will be defined more properly a bit later). But, 0 has
no reciprocal. So if one wants to discuss multiplication of rational numbers
or of real numbers, one must specifically exclude zero. A shorthand way of
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writing this is Q×, or R×, which means the group of non-zero rational or
real numbers with1 multiplication as the operation. Notation of this kind
will vary from author to author.

How about functions, you may wonder? Consider functions from the
reals to the reals. We consider the operation of adding functions to be
point-wise, that is to say that h = f + g means that we create a function
h(x) = (f + g)(x) = f(x) + g(x) for all x. Then the inverse can be defined
similarly by f(x) to be −f(x). This means (f +−f)(x) = f(x)− f(x) = 0
for all x. Thus if you add the function f to the function −f , you get the
function that is zero for all x.

Commutativity In each case above these operations are “commutative”,
which means that a+ b = b+a or ab = ba. If you have read the chapter on
linear algebra, then you know an exception to this is the multiplication of
matrices, where AB #= BA in general (though it can be true for particular
matrices.) To show this is not an anomaly, or if you haven’t read that par-
ticular chapter yet, there is another example. Functions can be composed.
That is to say that (f ◦ g)(x) = f(g(x)). But, this is not the same as
(g ◦ f)(x) = g(f(x)). To show this, consider f(x) = x3 and g(x) = x + 1.
To calculate (f ◦ g), we note

(f ◦ g)(x) = f(g(x)) = f(x + 1) = (x + 1)3 = x3 + 3x2 + 3x + 1

Likewise,

(g ◦ f)(x) = g(f(x)) = g(x3) = x3 + 1

These are clearly not the same, so not all operations are swapable, or
“commutative.” On the other hand, many operations are.

Associativity These operations are associative, meaning that

a + (b + c) = (a + b) + c

This at first seems kind of obvious, but its actually quite important. If
we have a series of additions then we can ignore all the parentheses. So, a
string of additions

a + (b + c) + (d + e) = (a + b) + (c + (d + e)) = a + b + c + d + e

1This can also be written as Q − {0} or R − {0}, but then you don’t know what
operation is being used.
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can be written by removing all the parentheses. This property is almost
always present in typical examples in every branch of mathematics, but we
will see some examples of non-associative situations shortly. Just to satisfy
your curiosity temporarily, note that 2− (3− 5) = 4 but (2− 3)− 5 = −6.
Thus subtraction is not associative. Observe that multiplication is since
a(bc) = (ab)c is always true.

Also, in writing associative laws, only one operation is used. You can,
of course, find similar notions with two operations, like a(b+c) = ab+ac for
any field, such as the real or complex numbers. These are called distributive
laws, but are very different as you will learn during Ring Theory.

Symbols Think back to earlier in your life, when in arithmetic 2+3 = 5
all the time, but in algebra x+ y might change depending on what x and y
were. Certainly you had no expectation that x or y would be the same from
problem to problem. Now the meaning of + and × will change frequently.
It will not mean the same thing all the time, but its meaning will be
indicated expressly. This meaning will change from situation to situation,
or problem to problem. This is a great leap toward “abstraction” and for
this reason the part of mathematics that contains group theory is called
“the abstract algebra.”

7.2 The Definition of a Group

First, we need to pin down exactly what an operation is, and what it is
operating on. Therefore, there will be two pieces to every group. The first
piece is a set of elements S, and the second piece is the operation, namely
a function S × S → S. Rather than denote the operation performed on x
and y as f(x, y), it is cleaner to write x+y, xy, x ·y, or x◦y. (The first two
forms are more common than the latter two). For the purposes of writing
these laws, we shall use x !y , to show that the operation can be anything
that obeys the axioms.

Definition 7.1 A group, G, is a set S, with a operation f that maps S×S →
S, where x ! y is shorthand for f(x, y) such that the following four axioms
hold:

1. (Closure) If x and y are both in S, then x !y is in S.

2. (Associativity) If x, y, and z are in S, then x ! (y ! z) = (x ! y) ! z.

3. (Identity) There exists an element e in S, such that e ! x = x = x ! e
for all x in S. (Note, we require that it be the same e for every x).
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4. (Inverses) For any x in S there exists some y in S such that x! y = e
and also y ! x = e. (No claim is made if its the same y or a different
y for each x just yet. Very shortly we will solve the answer to that
question).

Also, some groups will obey a fifth law, (Commutativity), namely: If x
and y are in S, then x ! y = y ! x. Groups that obey this extra rule will
be called abelian groups, in honor of Niels Henrik Abel, a founder of group
theory.

For the second law, associativity, this is the same as saying f(x, f(y, z)) =
f(f(x, y), z). Now you can see why it is desirable to use shorthand!

It is true that a group is a set together with an operator on that set,
but we usually say that an element belongs to the group, rather than to
the set. This is usually not confusing, and results in fewer letters being
used in a given problem. Therefore we will not distinguish between the
set of elements in a group and the group itself. Thus if ! is an operator
S × S → S, and G = (S, !), we will write x ∈ G rather than x ∈ S, from
now on. Sometimes S is called the carrier of G.

7.3 Examples of Groups

7.3.1 Groups from Domains

All Integers The set of integers, under ordinary addition, is a group.
An integer plus an integer is an integer, so there is closure. There is asso-
ciativity because x+(y + z) = x+ y + z = (x+ y)+ z. The integer 0 is the
identity element, since x + 0 = x = 0 + x. An inverse of any y is just −y
since y + (−y) = 0 = (−y) + y. Finally, x + y = y + x and so this group is
abelian. Traditionally, this is denoted (Z, +).

Other Familiar Domains The above argument works over the rational,
algebraic, real and complex numbers (over addition). These are denoted
(Q, +), (Q, +), (R, +), and (C, +). It turns out that the algebraics being a
group is harder to prove than you might imagine, so we won’t do that here.
(See Rotman, in the references.) Meanwhile note that any domain satisfies
the laws of a group under its addition operator, and so is an abelian group.

Non-Zero Real Numbers Consider all real numbers under the opera-
tion of ordinary multiplication. The product of two non-zero real numbers
is a non-zero real number. Thus there is closure. We know also that
a(bc) = abc = (ab)c from elementary algebra—associativity. Note that
a1 = a = 1a and so the identity element is 1. And for every real, we know
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its product with its reciprocal is always 1. Therefore the inverse of a non-
zero real (under multiplication) is merely the reciprocal of that non-zero
real number, as we explained earlier.

Suppose I had not excluded zero. Then there is no reciprocal of zero,
and since there is no x such that x0 = 1 = 0x, and so zero would be
without an inverse. This would violate one of the group laws. For this
reason, zero was excluded at the start. Lastly note xy = yx for all real
numbers. Therefore the non-zero reals with multiplication are an abelian
group. This group is so important, it gets a symbol, R×. This just means
(R− {0},×).

Points in the X-Y Plane Consider points in the (x, y) plane, where x
and y are real numbers. First we need an operation, and let it be (x, y) +
(a, b) = (x+a, y+b). Clearly this always produces some point in the plane,
and so the operation is closed. Second, we need to see if the operation is
associative. Much of the time, proving associativity is annoying yet routine.

The following is a symbolic manipulation proof, sometimes called sym-
bol manipulation or even more casually “symbolic gymnastics.” You must
not attempt to read this like an ordinary proof, but instead, take each step
to be an independent statement. Look at each equal sign, one at a time,
and convince yourself of the validity of that step in isolation with the oth-
ers. Once you have done this for each equal sign, you know that the proof
is correct. Then you can skim it to try to get a “big picture” idea of why
it works or where it is going, but sometimes there is no such big picture.
This is particularly true when a proof merely consists of a large equation
with a number of equal signs. You’ll see many such proofs in this chapter.
The best way to read them is to take two cards and place them around
the page so that you can only see one step at one time, covering all the
others. Finally, note that you should not expect yourself to be able to come
up with proofs like this on your own at this point in your mathematical
career. Society had to wait until the 19th century to be able to produce
these results, and so its only natural that an individual person often need
a few months or a year of reading abstract algebra before they can write
abstract algebra. With that warning, here is the proof of associativity.

[(a, b) + (c, d)] + (e, f) = (a + c, b + d) + (e, f)

= (a + c + e, b + d + f)

= (a, b) + (c + e, d + f)

= (a, b) + [(c, d) + (e, f)]

Okay, that wasn’t so bad. The identity element is clearly (0, 0), since
(0, 0)+(x, y) = (0+x, 0+y) = (x, y) and also (x, y)+(0, 0) = (x+0, y+0) =
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(x, y) as required. The inverse of (x, y) is merely (−x,−y), and naturally
(x, y) + (−x,−y) = (x − x, y − y) = (0, 0) and also (−x,−y) + (x, y) =
(−x + x,−y + y) = (0, 0). Lastly commutativity is clear because

(x, y) + (a, b) = (x + a, y + b) = (a + x, b + y) = (a, b) + (x, y)

Now if we had shown commutativity first, the discussion would have
been shorter. The identity and inverse equations would be half as long.
This frequently happens in mathematics.

In any case, we’ve shown that the X-Y plane is a group under point-
wise addition. This is written R2, to show that it is two-dimensional (that
is to say, more exactly, that it contains two-copies of R. You’ll see other
examples of building larger groups out of smaller groups when learning
about direct products in the chapter Groups—Part Two).

The Parity Group Consider odd and even integers. If you add two even
integers, you get an even integer. If you add two odd integers, you get an
even integer. But if you add an odd and an even integer, you get an odd
integer. The two elements of our group will be “even” and “odd”. This is
called the parity group since the parity of a number is whether or not it is
even or odd.

odd + odd = even odd + even = odd
even + odd = odd even + even = even

If a and b are members of our group, then clearly so is a ⊕ b, since the
answer can only be odd or even. So there is closure. Of course, the operator
was designed so that it would be closed over this set, and that practice is
called “closure by construction.” Now we must prove associativity, which
will be irritating as always.

In the case of a triple a⊕(b⊕c) or (a⊕b)⊕c, the easiest way to proceed
is to write all eight possibilities of three choices for both parenthetical
arrangements.
And since the the last two columns are identical, we know the answer will
always be the same regardless of the parenthesis’ location.

Note that even⊕even = even and even⊕odd = odd and thus even⊕x =
x regardless if x = odd or x = even. This means that even is the identity
element.

Next note that since even ⊕ even = even and odd ⊕ odd = even, one
can say that x ⊕ x = even regardless of the value of x. Since even is the
identity element, this means that x is its own inverse, regardless of the
value of x. Note that nothing in the group law for inverses says that the
element and its inverse cannot be the same thing.
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a b c a ⊕ b b ⊕ c (a ⊕ b) ⊕ c a ⊕ (b ⊕ c)
even even even even even even even
even even odd even odd odd odd
even odd even odd odd odd odd
even odd odd odd even even even
odd even even odd even odd odd
odd even odd odd odd even even
odd odd even even odd even even
odd odd odd even even odd odd

Table 7.1. The Table for the Associativity of the Parity Group

Lastly, observe that even⊕odd = odd⊕even, and so we can say x⊕y =
y⊕x regardless of the values of x and y, and conclude that the parity group
is an abelian group.

There are two primary applications of the parity group. The first is in
logic, where “even” is intended to be “false” and “odd” is intended to be
“true.” If you rewrite the operation in terms of true and false instead of odd
and even, you’ll see the answer is true if and only if one but not both of the
inputs is true. This is called “the exclusive-or” and is written as XOR or ⊕.
The XOR differs from the mathematical concept of logical-or (represented
by ∨, as in the Preliminaries Chapter) because true ∨ true = true and
true⊕ true = false. In this sense, XOR represents better the idea of “or”
in the English language, where one says “you can get either a dessert or
a fruit with dinner.” That statement does not usually imply that you can
get both! There are other languages (spoken in the Caucasus Mountains
between Europe and the Middle East) which have two separate words for
“or” to cover this ambiguity.

The second application of the parity group is from number theory.
You’ll learn about this from the number theory chapter, but suffice it to
say that “even” or “false” is represented as a 0 and “odd” or “true” is
represented as a 1.

The Clock Group Consider the ordinary clock of twelve hours. For the
moment, we will ignore minutes as well as “am” and “pm.” If an event
starts at six, and is four hours long, then the termination is at ten. But if
an event starts at ten, and is four hours long, the termination is at two. We
will use the + sign to denote this operation, since it is much like addition,
and our elements are the numbers 1, 2, 3, . . .12. First, let’s make a table of
all possible additions:

Given two numbers in the range 1 . . . 12, our table tells us what the sum
of those numbers will be, in the clock group. Therefore, the clock group is
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1 2 3 4 5 6 7 8 9 10 11 12
1 2 3 4 5 6 7 8 9 10 11 12 1
2 3 4 5 6 7 8 9 10 11 12 1 2
3 4 5 6 7 8 9 10 11 12 1 2 3
4 5 6 7 8 9 10 11 12 1 2 3 4
5 6 7 8 9 10 11 12 1 2 3 4 5
6 7 8 9 10 11 12 1 2 3 4 5 6
7 8 9 10 11 12 1 2 3 4 5 6 7
8 9 10 11 12 1 2 3 4 5 6 7 8
9 10 11 12 1 2 3 4 5 6 7 8 9
10 11 12 1 2 3 4 5 6 7 8 9 10
11 12 1 2 3 4 5 6 7 8 9 10 11
12 1 2 3 4 5 6 7 8 9 10 11 12

Table 7.2. The Caley Table for the Clock Group

closed.

Next, there is associativity. Since there are 12 × 12 × 12 = 1728 pos-
sible trios of numbers selected from the range 1 . . . 12, checking each case
individually, as we did for the parity group, would be very tedious. Num-
ber theorists have a technique for doing this more rapidly, but there is
not space for it in this chapter. It will be covered in the Number Theory
chapter instead.

The identity element can be easily found by looking at the row and
column for 12. Here we see our group elements listed in perfect order. Thus
we know that 12 must be the identity element, since x + 12 = 12 + x = x
for all x.

In order to prove inverses, note that each element occurs exactly once in
each row, and exactly once in each column. This useful feature of our table
is called the “Latin Square” property, from Medieval solitaire card games
where one tried to arrange some cards in a square so that this property
held. In particular, 12, our identity element, occurs exactly once in each
row and column. Since 12 appears at least once in the row for x, we know
that there is at least one element y such that x + y = 12. Yet, since 12
appears exactly once in the row, we know that the y is unique. Therefore
every x has a y such that x + y = 12. Also, since 12 appears exactly once
in each column, for every x there is a y such that y + x = 12. Thus every
x has an inverse y.

Now, we’ve shown that our set is a group under this operator. Since
the group has a finite number of elements, it is called a finite group. When
using a table to enumerate any operation over a finite set, but particularly



!

!

!

!

!

!

!

!

220
7. Group Theory

by G. Bard

in group theory, the table is called “the multiplication table” or “the Caley
table” after Arthur Caley, a founder of group theory.

Quick inspection shows that x+y = y+x for each element in the Caley
table. Thus the clock group is an abelian group. For those of you who
have read the Linear Algebra chapter, if the table is taken as a matrix M ,
then the group is abelian if and only if M is symmetric, or M = MT .
Alternatively, this means that Mi,j = Mj,i for any i and any j.

Binary Strings of Length " Suppose that we take all sequences of 1
and 0 of length ". For simplicity, let’s try " = 3 first. This means there
will be 8 such sequences, namely 000, 001, 010, 100, 110, 101, 011, 111. To
operate upon them, we’ll use the rules of the parity group. This will be
done by setting 0 to even and odd to 1. For example, to calculate 101⊕110,
we would note that 1⊕ 1 = 0, 0⊕ 1 = 1 and finally 1⊕ 0 = 1, for a total of
101 ⊕ 110 = 011. Note these 0’s and 1s are called bits, which are BInary
digiTs.

Another Viewpoint: If you’ve read the linear algebra chapter, this is
a three-dimensional vector space over the parity group, instead of over the
real numbers, but with the commas removed. However, to show that it
is a vector space, we need to show that the parity group is not merely an
abelian group, but also a field. This will be covered in the Fields Chapter,
but for now you might be curious to know that the “second operator” is
logical-AND.

The associativity law proceeds as follows. Suppose there were some
a, b, c such that a⊕(b⊕c) #= (a⊕b)⊕c. Then this means that a⊕(b⊕c) and
(a⊕b)⊕c disagree in at least one spot. Call this bit i. Then ai⊕(bi⊕ci) #=
(ai ⊕ bi)⊕ ci and we have found an exception to the associative law in the
parity group. This is absurd, since the parity group is a group, and the
associative law applies there. By contradiction, therefore, the set of "-bit
strings is associative.

Now its clear that the “sum” of two strings of this sort is also a string
of this sort, so we have closure. Its also easy to see that since 0 ⊕ 0 = 0
and 1⊕ 0 = 1 that the all zero sequence (or string) is the identity element.
Recalling that 1 ⊕ 1 = 0 and 0 ⊕ 0 = 0, if you “add” a string to itself,
you would always get all zeroes. Since that is the identity element, each
string is its own inverse. Therefore, the binary strings of length " are a
finite group. Its easy to see that its an abelian group since the underlying
operation, from the parity group, is also abelian.

Exercises

1. Are the even integers a group under addition?
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2. Are the odd integers a group under addition?

3. Rewrite the proof of R2 being a group but for R3, that is to say, the
points (x, y, z).

4. Challenge: Are those rational numbers that happen to also be equal
to the square of some other rational number, a group under multipli-
cation?

7.3.2 Functions of the Real Line

Consider all functions from the real numbers to the real numbers, that
happen to be bijective. Surely the composition of a function from the reals
to the reals, with another from the reals to the reals, brings you from the
reals to the reals. This sounds like just a string of words, but it means
this set of functions is closed. This is like saying one flight will take me
from Boston to Boston, and the second will also take me from Boston to
Boston, so doing them in succession brings me from Boston to Boston. We
know that the composition of two bijections is a bijection (proved in the
preliminaries chapter). Putting these together, we have closure.

But now we must handle associativity. What is f ◦ (g ◦ h)?

(f ◦ (g ◦ h))(x) = f((g ◦ h)(x)) = f(g(h(x)))

but also,

((f ◦ g) ◦ h)(x) = (f ◦ g)(h(x)) = f(g(h(x)))

Just as a philosophical note, this is why associativity is so common in
mathematics. Lots of things can be written as functions, even if they do
not appear at first to be functions. And function composition is always
associative.

The function f(x) = x is a bijection, and is therefore in our group.
Take any function g(x). Surely (f ◦ g)(x) = f(g(x)) = g(x). Also, (g ◦
f)(x) = g(f(x)) = g(x). Thus composing (mathematicians do not like to
say compositioning) a function with the identity function f(x) = x yields
the original function, and so the identity function is our identity element.

A bijection has an inverse which is also a bijection (a basic property of
bijections) and so inverses exist. All that remains is commutativity.

Take two examples, f(x) = x3 and g(x) = x + 1 then (f ◦ g)(x) =
f(g(x)) = f(x + 1) = x3 + 3x2 + 3x + 1. But going the other way (g ◦
f)(x) = g(f(x)) = g(x3) = x3 + 1. These are not the same! Therefore the
commutative law is broken at least once and so the group is non-abelian.
This group has the symbol SR.



!

!

!

!

!

!

!

!

222
7. Group Theory

by G. Bard

Exercises

1. Consider the set of bijections from R+ → R+, and provide a few
examples of elements.

2. Prove that the set of bijections from R+ → R+ form a group on
composition.

7.3.3 Other Groups

We will now consider some more groups.

Permutations on n Letters Functions are very familiar and useful ob-
jects. Now that we’ve seen a group made up of real-valued functions,
let’s examine a finite group of functions. Consider a finite alphabet, of
perhaps five letters, A . . .E. If we consider any function f whose do-
main and range are both exactly this alphabet, then f(A) ∈ {A, . . . , E},
f(B) ∈ {A, . . . , E}, . . . , f(E) ∈ {A, . . . , E}. We will consider the set
of all such bijective functions, called permutations. The operation will be
composition of functions.

It is interesting to see how many such f there are. How many choices
are there for f(A)? It can be any one of the 5 possible values. How many
choices are there for f(B)? Well, f(A) #= f(B) since f is injective, but the
other 4 options are fine. Likewise f(C) has 3 choices, f(D) has 2 choices
and f(E) has only one choice. Of course if we assigned f(E) first, it would
have 5 choices, down to 1 for f(A). In either case, there are a total of
5! = 5 × 4 × 3 × 2 × 1 ways to do this. (Remember that the ! here means
factorial, and does not mean instead that this result is a surprising one).
Thus there are 5! = 120 choices.

If one composes functions f and g, then the co-domain of g must be
the domain of f . All our functions have the same domain and range, so
this is not a problem. The domain of f ◦ g is the domain of f , and its co-
domain is the co-domain of g. Thus f ◦ g is a function from our alphabet
to our alphabet. You might think this implies closure, but recall that
we are concerned with functions from this set, to this set, that happen
to be bijections. The composition of two bijections is a bijection (See
Preliminaries), and so f ◦ g is a bijective function from our alphabet to
our alphabet, and is an element of our set of permutations. Thus we have
closure.

We showed above that function evaluation is associative when we did
the proof that f ◦ (g ◦ h) = (f ◦ g) ◦ h. The identity function f(x) = x for
all x ∈ {A, B, C, D, E} is clearly a bijection, and so is in our set. Lastly,
every bijection has an inverse, which is a bijection (this is a basic property
of bijections). Thus our set is a group.
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Finally, we may ask if it is an abelian group. Does f◦g = g◦f? Consider
f(A) = E, f(B) = D, f(C) = C, f(D) = B, f(E) = A. Since each entry
occurs exactly once in the set of inputs and outputs, its a bijection, and
thus in our group. Also consider g(A) = B, g(B) = C, g(C) = D, g(D) =
E, g(E) = A, which is an element of our group for the same reason.

Now, (f ◦ g)(A) = f(g(A)) = f(B) = D but (g ◦ f)(A) = g(f(A)) =
g(E) = A. Thus (f ◦ g)(A) #= (g ◦ f)(A). Therefore we need not check the
other four cases (imagine how much work we would have if we had chosen
to use the entire alphabet) and we can conclude that (f ◦ g) #= (g ◦ f) in
this case, which is enough to say that the commutative property does not
apply to this group in general, and therefore this group is non-abelian.

Naturally this is the same group no matter how you name the five
letters. When the names matter, we’d call the whole set by some letter
(let’s select F for “five”) and then we can denote this group SF . But, when
the names do not matter (which is almost all the time), then S5 is the name
of this group, since there are 5 alphabet members. Note that the size of S5

is 5! = 120. This is the case for any finite group of this type, that the size of
Sn is n!. These groups Sn as a collection are called “the symmetric groups,”
and are enormously important in Chemical Crystallography, Galois Theory,
and Number Theory.

Infinite Binary Strings Consider the group of infinite binary strings
(infinite sequences of 1s and 0s) under the following operation. For any
two sequences #a = (a0, a1, a2, . . .) and #b = (b0, b1, b2, . . .) let #a ⊕#b = (a0 ⊕
b0, a1 ⊕ b1, a2 ⊕ b2, . . .) using the rules of the parity group.

Clearly #a ⊕ #b is an infinite binary string, so there is closure. Proving
associativity here is as follows. (We used this argument in the "-bit binary
strings, but here it is again for your reference.) Consider the case of a triple

#a ⊕ (#b ⊕ #c) and also (#a ⊕#b) ⊕ #c. If it were always the case that these were
equal, the group would be associative. But for now, assume this is not
the case, and let #a,#b,#c be a triple that violates the associative law. Call
#a ⊕ (#b ⊕ #c) = #r and (#a ⊕#b) ⊕ #c = #". Since #r #= #" then we know that #r and
#" differ in at least one spot. Call one such spot i. This means that the ith
spot of #a or ai, and the ith spot of #b or bi and also ci have the property
that

ai ⊕ (bi ⊕ ci) #= (ai ⊕ bi) ⊕ ci

And so therefore these ai, bi, ci violate the associative law of the parity
group. Yet we know the parity group to be a group and so the infinite
binary strings are associative.

Note that 0 ⊕ 0 = 0 and 0 ⊕ 1 = 1 and thus 0 ⊕ x = x regardless if
x = 0 or x = 1. Therefore, if #0 is the all zero string, its very clear that
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#a ⊕ #0 = #a = #0 ⊕ #a. Therefore #0 is the identity element. Finally, note that
0 ⊕ 0 = 0 and 1 ⊕ 1 = 1, and so in either case x ⊕ x = 0 regardless if
x = 0 or x = 1. Therefore #x ⊕ #x = 0 and so #x is its own inverse. Lastly
1⊕ 0 = 0⊕ 1 = 1 so x⊕ y = y⊕ x regardless of the values of x and y. This
means that #x ⊕ #y = #y ⊕ #x and this is an abelian group.

7.3.4 Additive and Multiplicative Notation

Sometimes we write, in the above examples a+b, a×b, or a◦b. But how do
we know what symbol to use when we talk about groups in general, when
we neither know nor care what the group elements are?

When we discuss only one operation, we could drop the sign all together
and write ab in each case. This is usually what is done. This is called
concatenation, or multiplicative notation. However, when the group is
commutative, one might write a + b, which is called additive notation.
Later you will learn about objects with two operations and this is why
both systems of notation have to be available (otherwise mathematicians
could just pick one and go with it).

By convention, if you know the group is not commutative (non-abelian),
use multiplicative notation. Likewise, when talking about groups in gen-
eral, some of which could be non-commutative, use multiplicative notation.
If you know the group to be abelian, you can use either one, but the ten-
dency is to use additive notation so that you do not need to keep reminding
the reader that the group is abelian. We will mix notation in the rest of
the chapter to force you to become familiar with both, which is essential if
you are to be able to read any group theory book or articles after reading
this chapter. (Sorry, nothing personal). Thus for the next few pages we
will write all results both ways, but then stop after Section 7.9.

Identity Elements Since the notation of integer addition is used during
additive notation, the symbol 0 is used for the additive identity.

In multiplicative notation, you have two choices. First, since it is like
integer multiplication in its notation, you can use 1. But this is a bit weird
if there are no numbers in the group, such as S5. Instead, you can also write
e, which is German for eintzelement, or literally “first element”, but more
figuratively, “first-class element”, “chief element” or “noble element.” The
implication here comes from 18th and 19th century society where nobles
were considered to not do very much nor serve a purpose, and thus are
well modeled by the identity element. If you are curious, the phrase “noble
gases” has a similar origin. When writing about groups in general, e is
often used.

Finally, if lots of groups are in a problem or paragraph, one can write
0G and 0H to be the identity elements of G and H . Likewise you can write
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1G or eG, if you would normally write 1 or e when talking about G alone.

Inverse Elements To show the inverse of a, in additive notation, −a is
very tempting. Likewise, for multiplicative notation a−1 is very tempting.
This is usually done, but sometimes, (for example the binary strings group)
a is used.

Just for Practice To make sure you understand the notations, we will
write all the group laws in both notations. Assume a, b, c ∈ G.

Law Additive Multiplicative
Closure a + b ∈ G ab ∈ G

Associative (a + b) + c = a + (b + c) (ab)c = a(bc)
Identity 0 + a = a + 0 = a 1a = a1 = a
Inverses a + (−a) = (−a) + a = 0 aa−1 = a−1a = 1

Commutativity a + b = b + a ab = ba

Exercises

1. Draw the Caley Table for those elements of the clock group that are
even integers. That is to say, the six by six table that tells you how
to handle the operation on {2, 4, 6, 8, 10, 12}.

2. Do these elements {2, 4, 6, 8, 10, 12} form a group under the clock
group operator? Remember to prove all five axioms.

3. Try exercises 1 and 2 again with {3, 6, 9, 12}.

4. Consider the Patrick group, where the elements are integers, and the
operation is a ! b = a + b − 42. What is the identity element of this
group? What is the formula for inverses on this group? Prove this is
an abelian group.

5. Consider the following group, which I call the Frayleigh Group, be-
cause I found it in the textbook by him, listed at the end of this
chapter. The elements are rational numbers, but not −1. The oper-
ation is a ! b = a+ b+ ab. What is the identity element? What is the
formula for b if b is the inverse of a?

7.4 Subgroups

The non-zero real numbers form a group under multiplication, R×, as we
showed above. The non-zero rational numbers are a subset of the non-zero
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real numbers, and the non-zero rationals are also a group under multipli-
cation. It turns out that this relationship, which we will call a subgroup,
tells us a lot about not only the rationals, but about the reals too. Perhaps
the real numbers are too familiar, so let’s choose a second example as well.

Consider the positive reals. If you multiply two positive reals, then you
get a positive real number, so this set is closed under multiplication. The
number 1 is a positive real, and so the identity element is present. The
reciprocal of a positive real is a positive real, therefore inverses are present.
This leaves commutativity and associativity, which are perhaps obvious. It
turns out we don’t need to prove these, using a technique sometimes called
inheritance.

7.4.1 Inheritance

Consider now any subset of the non-zero reals, called P , still using ordinary
multiplication. If x and y are in P , its up to me to prove that xy is
in P . Once that is done, suppose for a x, y, and z, each from P , that
x(yz) #= (xy)z. Since P is a subset of R×, this is an example of a triplet of
reals that violates the associative law under multiplication. But we know
that the non-zero reals are a group under multiplication, and so this cannot
be. Therefore there is no such triplet, and P is associative. One can say
that P “inherits” associativity from R×.

Likewise if there existed an x and y in P such that xy #= yx, then the
commutative law would be false over R×. But we know this is not the
case, that R× is commutative. Therefore no such x and y exist and we can
write xy = yx for all x and y. In short, P also inherits commutativity.

Proving commutativity or even more so, associativity, can be irritating
and thus these “inheritances” become very useful shortcuts in the proofs
actual mathematicians write. In the short term, we’ve now shown that the
positive reals and the rational numbers are abelian groups under multipli-
cation just like the real numbers. But much more importantly, we now
have a technique for finding many groups within any particular group, by
looking at what lies inside.

In summary, to show that a subset S of a group G is a group in its
own right, I must first show that it is closed. Associativity is inherited.
Inverses must be proven to exist. Once a subset is shown to be closed and
once I’ve shown all the elements have inverses, note that (s)(s−1) = e must
be in S by closure. Therefore the subset will always contain the group’s
identity element. We would now conclude S is a group. If G happens to be
commutative we would also know S to be commutative, by the inheritance
argument.

In general, when H is a subset of G, and G and H are both groups with
the same operation, then we say that H is a subgroup of G. We can see
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from inheritance that a subgroup of an abelian group is also abelian.

Definition 7.2 If (G, !) and (H, !) are groups, and H ⊂ G, then H is a
subgroup of G. One can also write H ≤ G to show H is a subgroup of G.

Lemma 7.3 (The Inheritance Lemma) If G is a group under ! and H is a
subset of G which closed under !, then the associative law holds in H. If
G is commutative then the commutative law also holds in H. If H has an
inverse for any of its elements, then it contains the identity element also.

Corollary 7.4 If H ⊂ G and G is a group under the operation !, then H
is a subgroup of G if and only if H is closed under !, and H contains an
inverse of each of its elements.

Armed with this powerful tool, we can now build some more groups.
But first let’s practice our two forms of notation. Let G be a group and H
a subset of G. Then,

Additive If for all a, b in H , it is true that a + b ∈ H and −a ∈ H , then
0 ∈ H and H is a subgroup of G.

Multiplicative If for all a, b in H , it is true that ab ∈ H and a−1 ∈ H ,
then 1 ∈ H and H is a subgroup of G.

7.4.2 More Subgroups

The Even Integers If one considers the even integers, then its immedi-
ately obvious that the sum of two even integers is even. If x is even then
−x is even also, and so inverses exist. The associative law is inherited from
the integers themselves, as is commutativity. Therefore the even integers
are an abelian group. But can this be generalized?

Integer Multiples of n If a, b and n are integers, we can say “a is an
integer multiple of n” if there is some integer c where a = cn. Likewise, let
b = dn. But then a+ b = cn+dn = (c+d)n. Since c+d is an integer, then
we know a + b is an integer multiple of n. If a = cn, then −a = (−c)n,
which tells us that −a is in the set. Since a + (−a) = 0, we see that −a is
the inverse of a. Thus since the integers are an abelian group, so are the
multiples of n, regardless of our choice of n.

The Smallest Group What if we choose n = 0? Then our subgroup
of the integers is the set of all multiples of zero. . . but that’s just zero. So
zero is the only element of the group. Since 0 + 0 = 0 this is closed, and
0 + 0 equals the identity element (0) so 0 is the inverse of 0. Thus the set
consisting of only 0 with nothing else is a subgroup of the integers.
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While the above seems ridiculous, and it is, it turns out this works for
any group. The identity element is always its own inverse, since ee = e,
and by itself, it forms a closed subset of the group. Thus for any group G
the set consisting of the identity element of G is a subgroup of G. This is
called the trivial subgroup.

Continuous Bijections of the Real Line Earlier, we proved that SR,
(the set of bijections from the real numbers to the real numbers under
function composition) is a group. The set of continuous bijections from
the R to R is a subset of this group. We need only consider closure and
inverses. Is the composure of a continuous function with another continuous
function continuous? Is the inverse of a continuous bijective function always
continuous? It turns out both of these are true, but its hard to prove.

Linear and Affine Functions Consider all functions from the real line
to the real line, which happen to be linear, that is to say, f(x) = mx + b.
The operator is composition as usual. Since the set of all bijective functions
R → R is a group, associativity is inherited. Suppose f(x) = mx + b,
g(x) = nx + c, and h(x) = x/m − b/m. Let’s assume m #= 0 for f and h
but perhaps not always for all elements of our group. Perhaps n = 0 or
perhaps not.

First, let’s compute f ◦ g, or

(f ◦ g)(x) = f(g(x)) = f(nx + c) = m(nx + c) + b = (mn)x + (mc + b)

Recall with these symbolic manipulations, you should validate each
equal sign in sequence, to convince yourself that it is true. Do not at-
tempt to read the line as if it were single sentence. Now let’s calculate,
g ◦ f

(g ◦ f)(x) = g(f(x)) = g(mx + b) = n(mx + b) + c = (mn)x + (nb + c)

From this we see two things. First, since f ◦ g is also a member of our
set, our set is closed. Second, since f ◦g #= g ◦f , the set is not commutative
under the operation of composition. Associativity is inherited from SR.
We now need to check inverses, which we do by computing f ◦ h.

(f ◦ h) = f(h(x)) = f(x/m − b/m) = m(x/m − b/m) + b = x

And so (f ◦ h) produces the identity function, and this means h is the
inverse of f . We can also check the other direction as well.
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(h ◦ f) = h(f(x)) = h(mx + b) = (mx + b)/m − b/m = x

Later we will show that if rs = e, you can immediately conclude that r
and s are inverses of each other. (Recall, e in general signifies the identity
element an arbitrary group). Now an immediate problem with h is that it
involves a division by m. If m = 0, this is a problem. Therefore, we must
ban the possibility of the x coefficient being zero. This is fine, but now we
need to recheck closure again since our assumptions have changed.

We have already proved that the composition of functions of the form
f1(x) = m1x + b1 and f2(x) = m2x + b2 produce a function of the form
f3(x) = m3x+b3. But if m1 #= 0 and m2 #= 0, is it true that m3 #= 0? Since
m3 = m1m2, then yes. This is because m3 = 0 implies that either m1 = 0
or m2 = 0, but that is not allowed. Thus the set is still closed once the
m = 0 cases are banned. Finally, we’ve proven that this subset is closed,
and has inverses. By inheritance, we can conclude it is a subgroup of SR
and therefore a group! This group is called the “one-dimensional real affine
functions.”

An interesting question is what happens if b = 0. Surely this is a
subset of the group we just worked with. Is it closed? Yes, because if
f(x) = mx and g(x) = nx, then (f ◦ g)(x) = m(nx) = mnx. Does it
contain inverses? Yes, because if f(x) = mx and h(x) = x/m then its
obvious that (f ◦ h)(x) = x and (h ◦ f)(x) = x. Therefore, the b = 0 cases
form a subgroup. This is called the “one-dimensional real linear functions.”

We saw above that the “one-dimensional real affine functions” are non-
commutative. But if f(x) = mx and g(x) = nx then

(f ◦ g)(x) = m(nx) = mnx = n(mx) = g(mx) = g(f(x)) = (g ◦ f)(x)

And so the “one-dimensional real linear functions” are an abelian group,
even though they are the subgroup of a non-abelian group.

The Bigger Picture about Subgroups and Commutativity We’ve
shown that a subgroup of an abelian group is abelian. The contrapositive
is that a non-abelian subgroup can only come from a non-abelian group.
But if the mother group is non-abelian (such as SR, it can have a non-
abelian subgroup (the one-dimensional real affine functions). But also, a
non-abelian group (the one-dimensional real affine functions) can have an
abelian subgroup (the one-dimensional linear functions).

This allows us to conclude:

Lemma 7.5 If G is a group and H is a subgroup.

• If G is abelian then H is abelian.
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• If H is non-abelian then G is non-abelian.

But of course we’ve seen that H can be abelian when G is not (the linear
functions are abelian while the affine ones are not), and H can be abelian
when G is, (the rational numbers are abelian while the real numbers are
also).

Exercises

1. Using the arguments of the linear and affine functions, check and see
if the set of polynomials on x is a subgroup of SR.

2. Show that the binary strings beginning with a zero are a subgroup of
the binary strings of length ". (All this means is that the first entry
of the string happens to equal zero.)

3. Is the same true if the first entry is a 1?

4. We defined SR to be set of the bijective functions of the real line to the
real line. Let FR be the set of all the functions of the real line to the
real line, but under addition. This means that (f+g)(x) = f(x)+g(x)
for each x. Is this a group?

Requires Calculus Using FR from above, are those of its members which happen to be
continuous a subgroup? Remember to use inheritance!

Requires Calculus Using FR from above, are those of its members which happen to be
continuous but also which happen to have f ′′(x) = 0, a subgroup?
Recall that if f ′′(x) = 0 for all x, then that means both the first and
second derivative exist. (Here, f ′′(x) is the second derivative).

7.5 Counter-Examples of Groups

7.5.1 Failing on Closure

Odd Integers under Addition An example from before was the even
integers under addition. Now let us consider the odd integers under addi-
tion. Obviously 3 + 5 = 8 and 8 is not odd. Therefore the odd integers
under addition are not closed, and so they do not form a group. (However
the odd integers under multiplication get much further. They are closed,
associative, and have identity. They fail on inverses however.)
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Real Numbers under Exponentiation Another example would be
real numbers under exponentiation. Suppose the operation ◦ represents
exponentiation, namely x ◦ y = xy. The number −1 is a real number, and
raising it to the power one-half is −1 ◦ 1/2 = (−1)1/2 =

√
−1 = i. But i is

not a real number. Therefore the reals are not closed under exponentiation.

7.5.2 Failing on Associativity

Positive Integers under Exponentiation Suppose G is the set of pos-
itive integers, and the operation ◦ represents exponentiation again. One
can see that (2 ◦ 3) ◦ 2 = (23)2 = 82 = 64 but 2 ◦ (3 ◦ 2) = 2(32) = 29 = 512.
Since 64 #= 512, we see that this G is not associative, and so is not a group.
It is, however, closed, since every positive integer raised to a positive integer
power is a positive integer.

Rational Numbers under Averaging Next suppose H is the set of
rational numbers, and the operation ◦ represents averaging. Thus x ◦ y =
x+y

2 . Suppose we have (4 ◦ 6) ◦ 8 = 5 ◦ 8 = 6.5, but going the other way
4 ◦ (6 ◦ 8) = 4 ◦ 7 = 5.5, which is not the same. Therefore this H is not
associative and thus not a group. Since the average of two rationals is also
a rational number, H is closed.

Situations where a set and operator are closed, but not necessarily as-
sociative are called groupoids or magmas, but this term is rather rare. The
very famous computer algebra suite MAGMA is named for this object.

7.5.3 Failing on Identity

Positive Even Integers under Multiplication Suppose G is the set
of even positive integers with ordinary multiplication. The even positive
integers are a subset of the non-zero rational numbers (a group under ordi-
nary multiplication) and so associativity and commutativity are inherited.
The identity element clearly would be 1, but 1 #∈ G, so G has no identity
element, and is not a group.

Rational Numbers under Maximality Suppose H is the set of ratio-
nal numbers under maximality. This means that x ! y is equal to x or y,
which ever is larger.

x !y = max(x, y) =

{

y x ≤ y
x x > y

Since its always the case that either x ! y = x or x ! y = y, then H
is clearly closed. To check associativity, realize that x ! (y ! z) or (x !
y) ! z is always the greatest element of the three. Therefore any string of
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these variables “maximized” together is the same value regardless of the
position of the parenthesis or even the ordering of the operands. Thus H
is associative and commutative.

We must now try to discover the identity element. Let x be a potential
identity element of H . We must have x ◦ 6 = 6. Surely this is true if and
only if x ≤ 6. But we also require x ◦ 5 = 5, then surely this is true if
and only if x ≤ 5. If z is any integer, then we must have x ◦ z = z by
the definition of an identity element, but this then implies that x ≤ z.
Therefore, x is smaller than every integer. This is impossible, (unless we
make a symbol −∞) and so H has no identity and is not a group. If you
are curious, even if we add −∞, H is not a group because there are no
inverses.

Situations where a set and operation are closed and associative but do
not necessarily have an identity element are called semigroups. Semigroups
are of crucial importance in circuitry design, or finite state machines (a type
of computing machine).

7.5.4 Failing on Inverses

Positive Integers under Multiplication Let K be the set of positive
integers under multiplication. Surely a positive integer times a positive
integer is a positive integer, so K is closed. The set K is a subset of R×,
and so associativity and commutativity are inherited. The number 1 is
obviously an identity, as k1 = 1k = k. But inverses are not available for
non-identity elements. For example, there is no k such that 2k = 1, if
k ∈ K, since one-half is not in K. Therefore K does not have inverses, and
is not a group.

Functions of the Real Line Take for example, G to be the set of
all functions with domain and range being the real numbers. Then their
composition is clearly also a function, which we discussed earlier in this
chapter.

((f ◦ g) ◦ h)(x) = (f ◦ g)(h(x)) = f(g(h(x)))

But also

(f ◦ (g ◦ h))(x) = f((g ◦ h)(x)) = f(g(h(x)))

And so G is associative. The identity function f(x) = x is clearly an
identity for G, since (f ◦g)(x) = f(g(x)) = g(x) and (g ◦f)(x) = g(f(x)) =
g(x). Now we need only check the existence of inverses.

Let g(x) = sinx. To prove that no inverse function exists for g(x),
we will assume h(x) is such an inverse, and derive a contradiction. First,
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observe g(π) = 1 and g(3π) = 1. Since h(x) is the inverse of g(x), then
h(g(x)) = x. But then the first observation means that h(g(π)) = π
or h(1) = π and the second observation means that h(g(3π)) = 3π or
h(1) = 3π. Since π #= 3π, this is a contradiction.

The Intersections of the Subsets of a Set Consider any set S, and
as an easy example, {A, B, C}. The intersection of any two subsets of S
is also a subset of S. Perhaps this is a good operation to build a group.
Let P be the set of all subsets of S, which you learned in the preliminaries
chapter is called “the power set” of S. In our example set this is

{{} , {A} , {B} , {C} , {A, B} , {B, C} , {A, C} , {A, B, C}}
Since the intersection of two subsets of S is a subset of S, we know

that the operation is closed. Is it associative? Consider S1 ∩ (S2 ∩ S3)
or (S1 ∩ S2) ∩ S3. Both of these notations refer only to elements which
are found inside each of the subsets S1, S2, and S3, regardless of ordering
or parenthesis. And so the ordering does not matter and we can declare
associativity and also declare S1 ∩ S2 = S2 ∩ S1, or commutativity.

It is useful to have an example. Consider S1 = {A, B, C}, S2 = {A, B},
and S3 = {B}. This implies

S1 ∩ (S2 ∩ S3) = {A, B, C} ∩ ({A, B} ∩ {B}) = {A, B, C} ∩ {B} = {B}
(S1 ∩ S2) ∩ S3 = ({A, B, C} ∩ {A, B}) ∩ {B} = {A, B} ∩ {B} = {B}

We’ve now shown operation in this context is closed, associative and
commutative. Note that for any subset X , intersecting it with the whole
set S results in X again. After all, the symbols X∩S are intended to signify
those elements who are members of both S and X . But all elements of X
are elements of S, and so this is just the same as the elements of X . Thus
X ∩ S = S ∩ X = X , and S is the identity element of this group.

The empty set is an element of this group. It cannot be excluded, since
{B} ∩ {A} = {}. But, suppose the empty set had an inverse, call it I.
Then {}∩ I = S. But the symbols {}∩ I refer to those elements which are
both elements of {} and I. Yet, since {} has no elements, no element can
be in both {} and I and so {} ∩ I = {}. This would imply S = {}, which
is false since we assumed S was non-empty. Thus there is no inverse for
the null set, and so this operation does not have inverses. Therefore, this
is not a group.

Sets with operations that are closed, associative and have identity el-
ements but do not necessarily have inverses for every element are called
monoids, but this term is moderately rare. Another term is a “semigroup
with identity element.”
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Exercises

1. Redo the proof of closure, associativity, commutativity, and posses-
sion of identity of the “Intersections of Subsets of a Set” but with
unions instead of intersections. Show that inverses do not exist. [Hint:
Don’t forget that the identity element from the above example is not
an identity element under this operation.]

2. Show that the addition of polynomials is an abelian group.

3. Show that the multiplication of non-zero polynomials is closed, com-
mutative, and possesses an identity element. Showing associativity is
very difficult so do not bother unless you have a great deal of patience
(hint, use induction on the degrees of the polynomials). Show that
there are not inverses for all the elements, and so this is not a group.
[Hint: A counter-example is great for disproving inverses].

4. Challenge: Redo the proof of closure, associativity, commutativity,
and possession of identity of the “Intersections of Subsets of a Set”
but with the symmetric difference, sometimes called exclusive-union,
instead of intersection. The symmetric-difference of A and B are
those elements which are in A or in B, but not in both, or (A∪B)−
(A∩B). Show that inverses do exist, and so this is an abelian group.
This is sometimes called the Boolean Group of S, after George Boole,
an Irish mathematician.

7.6 Matrix Groups

If you haven’t read the linear algebra chapter yet, you can skip this sec-
tion entirely. Linear algebra is one of the areas that inspired group theory.
Just as addition of the rational numbers and multiplication of the non-zero
rational numbers are groups, the addition of matrices of a fixed size is a
group. Also, the multiplication of particular square matrices are groups
also—we will discover more details shortly. First, recall that to add matri-
ces, we require that the dimensions be the same. Thus m×n matrices can
be added to a × b matrices if and only if m = a and also n = b. Thus for
a fixed m and fixed n, we can talk about the group of m × n real-valued
(or complex-valued) matrices under addition. This is traditionally denoted
M(m,n)(R) or M(m,n)(C). If m = n, that is for square matrices, one can
simply write Mn(R) or Mn(C).

It is useful to identify what inverses and identity elements mean in this
group. To find the inverse of a matrix in these groups, simply multiply
all the elements (scalar multiplication) by −1. The matrix entirely filled
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with zeroes is an identity matrix under addition. This leaves associativity,
which we save for just a moment later. The proof for commutativity is
simple. If A + B = C then Cij = Aij + Bij , by definition. Likewise if
B + A = D then Dij = Aij + Bij . But Aij and Bij are real or complex
numbers, (but optionally elements of another field such as the rationals),
and thus Aij +Bij = Bij +Aij by the field axioms. Thus Cij = Dij , which
means C = D, and therefore A + B = B + A.

For matrix multiplication groups, recall that all groups must contain
inverses for all of their elements. Only square matrices can have inverses.
Therefore, all of the matrices in such a group must be square of the same
size, because there is no way to multiply two square matrices of different
sizes. However, the matrices must be more than just square to have an
inverse. Some square matrices have no inverse, like the all-zero matrix for
example. Therefore, we simply ban all non-invertible square matrices. Can
we do that?

We can, if we verify that all the group axioms still hold, which means we
must rewind and check all the group laws starting from closure. Is the prod-
uct of an invertible matrix times an invertible matrix equal to an invertible
matrix? Well suppose A has A−1 and B has B−1. Then the product is
AB, but observe that (B−1A−1)(AB) = I and also (AB)(B−1A−1) = I.
Therefore AB has B−1A−1 as its inverse, or more simply, AB is invert-
ible. Next, we have to show associativity. Again, we save it for later. We
must show that the identity matrix is invertible, otherwise it wouldn’t be
in our set. Well, since II = I then we can say that I is the inverse of I,
or I is invertible and is thus in the set of invertible matrices. Lastly, all
of our elements have inverses because we required that at the start. The
last thing to check is commutativity, but we know matrix multiplication is
not, in general, commutative. To verify that the group is not commutative
requires us to merely select two invertible matrices, and then show that
their product AB #= BA, which we do below.

Thus the set of m×m matrices which happen to be invertible is a non-
abelian group, which is written GLn(R) or GLn(C) as appropriate. (Of
course you can use any “field”, like GLn(Q) or GLn(Q) if you want the
entries to be from those fields). These groups have many important sub-
groups which are critical in modern Pure Mathematics, especially Number
Theory, and modern Applied Mathematics, especially Computer Algebra.

Associativity & Commutativity Consider all square matrices of size
2× 2 that happen to be invertible. The operation is matrix multiplication,
and to prove associativity, observe
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[

a b
c d

] ([

e f
g h

] [

i j
k l

])

=

[

a b
c d

] [

ei + fk ej + fl
gi + hk gj + hl

]

=

[

aei + afk + bgi + bhk aej + afl + bgj + bhl
cei + cfk + dgi + dhk cej + cfl + dgj + dhl

]

=

[

ae + bg af + bh
ce + dg cf + dh

] [

i j
k l

]

=

([

a b
c d

] [

e f
g h

]) [

i j
k l

]

Consider the following matrices.

A =

[

1 1
0 1

]

B =

[

2 0
0 3

]

C =

[

1 −1
0 1

]

D =

[

1/2 0
0 1/3

]

First, its easy to check (with a calculator if needed) that AC = I and
CA = I. Likewise BD = I and DB = I. Now we know that {A, B, C, D}
are all invertible matrices and in our group. But,

AB =

[

2 3
0 3

]

#=
[

2 2
0 3

]

= BA

for which reason, the group is not commutative.

Scalar-Diagonal Matrices Consider a square matrix to be scalar-diagonal
if it is a scalar multiple of the identity matrix. That is to say that it is
zero everywhere, except on the main diagonal, and all the main diagonal
elements have the same value. If this value is s then we can write this

matrix sI instead of

[

s 0
0 s

]

for the 2 × 2 case.

For simplicity, we will consider invertible matrices filled with real num-
bers (GL2(R)), but you could just as easily consider matrices filled with
entries from any particular field (GL2(F )). Let the set of scalar-diagonal
2×2 matrices be called SD2(R)—not a standard symbol, but one we need
for convenience.

Do the 2×2 scalar-diagonal matrices form a group? Since we are work-
ing inside of GL2(R), the only matrices available are those with inverses.
This means the all-zero matrix is not in GL2(R) as it has no inverse. How-
ever, if we discuss 2×2 non-zero scalar-diagonal matrices (sI for all s #= 0),
we have a group (as we must now prove).

Note that

[

a 0
0 a

]

has

[

1/a 0
0 1/a

]

as an inverse if a #= 0.
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Thus the non-zero scalar-diagonal 2×2 matrices (SD2(R)) are a subset
of the invertible 2× 2 matrices—the group GL2(R) or GL2(F ) in general.
By inheritance we are only obligated to show closure and inverses. First,
sI + tI = (s + t)I, and so there is closure. We’ve already shown that there
are inverses in the subset for every element. Thus SD2(R) is a subgroup.
If GL2(R) were abelian, then SD2(R) would be too automatically, by
inheritance. But GL2(R) is not abelian!

Take now any aI and bI. Surely

(aI)(bI) =

[

a 0
0 a

] [

b 0
0 b

]

=

[

ab 0
0 ab

]

=

[

b 0
0 b

] [

a 0
0 a

]

= (bI)(aI)

Thus our subgroup is abelian, even though the original group is not.
Therefore while matrix groups are non-abelian, they may have abelian sub-
groups.

Exercises

1. Show that the set of invertible 3×3 matrices with entries from the real
numbers are a group, with the operation being matrix multiplication.
However, do not prove associativity. Is this group abelian? Hint:
Take two arbitrary 3 × 3 matrices and see if they form a counter-
example for the commutative law.

2. Show that matrices of the form

[

a 0
0 b

]

with ab #= 0 are a subgroup

of GL2(R). Is it abelian? This is sometimes called the group of 2×2
diagonal matrices.

3. Show that matrices of the form

[

a b
0 c

]

with ab #= 0 are a subgroup

of GL2(R). This is sometimes called the group of 2 × 2 unit upper
triangular matrices, or the Borel subgroup B2(R). It is named for
the mathematician Armand Borel. Is this group abelian?

7.7 Modular Arithmetic

Now it comes to pass that we need a concept called “modular arithmetic.”
This is a tool of great power, especially in all areas of algebra and number
theory. But it happens to pop up in many areas of advanced mathematics,
not just algebra. In group theory, particularly in this chapter, we will
encounter this object over and over. Therefore, it is worthwhile to invest
some effort in learning about it. Just note that properly speaking, this
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topic is part of number theory and not group theory, and so the group
theory chapter is a bit too large and the number theory chapter a bit too
small as a result.

We saw in the “clock arithmetic” group earlier that one can do arith-
metic that wraps around the number twelve. It turns out that you need
not always use 12, but you can use any integer you like. For example, in
performing day-of-the-week computations (i.e. determining on what day of
the week July 4, 1776 was), one can use wrap-around arithmetic using 7.

An easy to understand example uses 10. Suppose we are only interested
in the symbols {0, 1, 2, . . . , 9}, and any time we are outside that range, we
will add or subtract ten until we are in that range. Don’t worry just yet as
to why we would want to do this, just focus on the operations themselves.
By the end of the chapter you will understand that this technique, which
we will encounter over and over, is very important.

Suppose one wants to calculate 5 + 6− 9. We can do

5 + (6 − 9) = 5 + (−3) = 5 + 7 = 12 = 2

or alternatively

(5 + 6) − 9 = 11 − 9 = 2

which shows that this moving by 10, upward or downward, can occur at
any time, whether it be before, during, or after a computation. Note,
we haven’t proven this, but a proof can be found in any number theory
textbook.

One can also multiply in this environment. For example, 3×5 = 15 = 5,
or 2 × 5 = 10 = 0. Another interesting one is 9 × 9 = 81 = 1. Thus, one
can get some odd effects. Normally, if ab = 0 then either a = 0 or b = 0.
But, surely 2 #= 0 and 5 #= 0 and yet 2 × 5 = 0 in this world.

A fun way to think about this is that we are really only working with
the last digit of a number. This is a great way to tackle “math club”
style questions, such as what is the final digit of 19991998? Surely, one is
not expected to expand out such an enormously huge number. But note
that by adding and subtract ten, we never change that last digit. And so
we could compute in this world of wrapping around 10, and get the right
answer. We will do that as an example later.

It is easy to see that addition in this world is a group. First, by adding
and subtracting ten when needed, we can always come back to an element
{0, 1, 2, . . . , 9}, so we have closure. The identity element is 0, since adding
0 never changes anything. The inverse of an element x is 10 − x. The
reason is that x + (10 − x) = 10 + x − x = 10, and then subtracting 10
yields 0. Since x + y = y + x, adding and subtracting 10 will not change
this, and so the group is associative.
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0 1 2 3 4 5 6
0 0 1 2 3 4 5 6
1 1 2 3 4 5 6 0
2 2 3 4 5 6 0 1
3 3 4 5 6 0 1 2
4 4 5 6 0 1 2 3
5 5 6 0 1 2 3 4
6 6 0 1 2 3 4 5

0 1 2 3 4 5 6
0 0 0 0 0 0 0 0
1 0 1 2 3 4 5 6
2 0 2 4 6 8 3 5
3 0 3 6 2 5 1 4
4 0 4 1 5 2 6 3
5 0 5 3 1 6 4 2
6 0 6 5 4 3 2 1

Table 7.3. The Addition and Multiplication Tables of Z7

For associativity, imagine x+(y + z) here and (x+ y)+ z also. To show
that they are equal in the group, consider (x+(y+z))−((x+y)+z). Since
we can add and subtract by 10 at any time, we will postpone all of that
until the end, and not do any of it until finished. Therefore the ordinary
rules of the integers, that we learned in elementary school, will work.

(x + (y + z)) − ((x + y) + z) = (x + (y + z)) − (x + y) − z

= ((x + y) + z) − (x + y) − z

= (x + y) − (x + y) + z − z

= 0 + 0 = 0

And so this complicated sum (x + (y + z)) − ((x + y) + z) is always
0, and we need not perform any additions or subtractions by 10, ever, in
computing it. Of course if that sum is 0 then x+ (y + z) = (x + y)+ z and
we have associativity.

Since Z denotes the integers, Z10 is used to denote this group. You can
use any number to be the wrap-around, which is called “the modulus.” The
whole technique being described here is called “modular arithmetic.” And
when we want to work with 10 being the modulus, we call it “arithmetic
modulo 10”. Sometimes “mod” is used instead of “modular” or “modulo.”

Let’s switch to seven. In the world of Z7, one can write addition and
multiplication tables, shown in Table 7.7.

There are several interesting properties. In both tables, each element
appears exactly once in each column and in each row, provided that you
discard the rows and columns associated with zero in the multiplication
part. It turns out this always happens with addition, and it will happen
with multiplication only when the modulus is a prime number. These
interesting patterns make this subject very interesting, but the patterns
are useful as well. The existence of each element exactly once in each row
and in each column is called the “Latin Square” property. If we have the
Latin Square property, then we know that 1 appears exactly once in each
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row and column, and this gives an inverse for each element.
Now let us dispatch this problem about 19991998. To find its final digit,

we will work with “arithmetic modulo 10” . Consider any number ending
in a 9. This is equal to 9 itself because we can keep subtracting by ten
to destroy the tens digit, hundreds digit, and higher digits. Now consider
92 = 9 × 9 = 81 = 1. Not very informative so far. But 93 = 92 × 9 =
1 × 9 = 9. Likewise, 94 = 92 × 92 = 1 × 1 = 1. Therefore, 9 raised to an
even power is 1, and 9 raised to an odd power is 9. Since 1998 is even,
we know that 19991998 = 91998 = 1 in arithmetic modulo 10, and so in
ordinary arithmetic 19991998 ends in a 1.

Exercises

1. Make an addition table and multiplication table for Z5.

2. Make an addition table and multiplication table for Z8.

3. Show that 62 is equal to 1 in arithmetic modulo 7.

4. Show that (n − 1)2 is always equal to 1 when performing arithmetic
modulo n.

5. Define a =10 b for any two ordinary integers if and only if a = b in
arithmetic modulo 10. That is to say that a =10 b is true if and only
if a + 10n = b for some integer n. Prove that =10 is an equivalence
relation.

7.8 Basic Theorems

Now we’ve spent a few pages exploring what groups are, what they are
not, and what subgroups live inside of familiar groups. However, these
definitions are sterile if they do not take us somewhere. The next few
sections will give you tools to explore groups in more detail.

7.8.1 Multiplication and Cancellation

Suppose a = b. Then the pairs (c, a) = (c, b) are equal as ordered pairs, and
so we can use the well-defined property of functions to say that f(c, a) =
f(c, b). Normally, the well-defined property would be that if x = x′ then
f(x) = f(x′). But since x + y or xy is how we write f(x, y), if f is the
operator of our group, we can say either c+a = c+b or ca = cb, depending
on which notation we like. For the same reasons we can say a + d = b + d
or ad = bd. Now we can write a general rule
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• If a, b, c, d are members of a group, then a = b implies ca = cb and
ad = bd.

• If a, b, c, d are members of a group, then a = b implies c + a = c + b
and a + d = b + d.

Therefore, given an equation in a group using multiplicative notation,
we have the ability to multiply both sides upon the left by the same value,
or upon the right by the same value. Note, however, we did not prove
ca = bc. Therefore, either both c’s go on the left, or both d’s go on the
right, unless the group is abelian of course. For the same reasons, we have
the right to add the same value on the left or on the right in an equation
of a group in additive notation. Since additive notation is only used with
abelian groups, the same warning does not apply. In many of our proofs in
group theory, multiplying both sides of an equation by something on the
left, or multiplying both sides by something on the right, will be a common
tactic.

Suppose we know that ca = cb for some reason. Since G is a group,
then there is an element which is an inverse of c, call it c̄. Denoting identity
element as e, and recalling cc̄ = c̄c = e by definition of an inverse, we can
write (note =⇒ means “implies”)

ca = cb =⇒ c̄(ca) = c̄(cb) =⇒ (c̄c)a = (c̄c)b =⇒ ea = eb =⇒ a = b

Remember that with symbolic manipulation proofs, you should check
each equal sign one at a time, and not try to read it as a single line. Even
very senior mathematicians can be seen covering a page with cards to only
make visible one equality at a time. Since now we know ca = cb =⇒ a = b,
we can speak of “cancellation” of c on the left. Likewise, if ad = bd, then
we can “cancel” the d by multiplying both sides by the inverse of d on the
right, and get a = b.

We’ve now proven the correctness of our most basic tools, the multipli-
cation and cancellation laws (or addition and cancellation laws).

Lemma 7.6 If G is a group with members a, b and c then

Additive a = b if and only if c + a = c + b. Likewise a = b if and only if
a + c = b + c.

Multiplicative a = b if and only if ca = cb. Likewise a = b if and only if
ac = bc.

For a counter-example of a = b implying ca = bc, take a(x) = x3 = b(x)
and c(x) = x + 1. Then (c ◦ a)(x) = c(a(x)) = c(x3) = x3 + 1. But
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(b ◦ c)(x) = b(c(x)) = b(x + 1) = x3 + 3x2 + 3x + 1. Since these are not
the same, ca #= bc. Non-commutativity can be counter-intuitive at first,
therefore its good to always try a simple example.

Exercises

1. Prove that an equation of the form axb = c, for a group in multiplica-
tive notation, or a+x+ b = c in additive notation, where {a, b, c} are
all known but x is unknown, has exactly one solution.

2. Suppose every element of a particular group had the property that
it was its own inverse. The group of binary strings of length 5, as
defined on Page 220, has this property if you are curious. Show that
a group with this property always has xy = yx, and is thus abelian.
(Hint: Consider (xy)(xy)).

Challenge If you’ve read the linear algebra chapter, give examples of matrices
AB = AC but where B #= C. None of these matrices should be the
all-zero matrix. Why is this not a contradiction for group theory?
(Hint: does A have an inverse?)

7.8.2 First Theorems

Just using these four tools of left & right multiplication and left & right
cancellation, one can write some basic proofs.

Theorem 7.7 If G is a group, then its identity element is unique.

Proof: Since G is a group, then we know it has an identity element from
the definition of a group. Let us suppose there are two identity elements
e and f . Surely e · x = x by the definition of an identity element, so then
e · f = f . Also, by definition of an identity element, y · f = y, so then
e · f = e. Therefore f = e · f = e and e = f . !

Theorem 7.8 If G is a group, and a ∈ G, then there is a unique element of
G that is the inverse of a.

Proof: Let the identity element of G be e. From the definition of a group,
a has an inverse. Suppose that both c and b are both inverses of a. Then
a · c = e and a · b = e. Therefore a · c = a · b. Canceling a on the left, we
get c = b. !

This Theorem 7.8 is very important. It means when we say “the inverse
of a”, and not “an inverse of a”, there is exactly one element in the group
which fits this description. Therefore when we write a−1 to signify the
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inverse of a, there is no doubt as to which element of the group we are
talking about.

When we defined a−1, we said that aa−1 = a−1a = e, where e is the
identity.

Imagine a situation where we knew that b acted as an inverse for a only
on the left. Is this “sufficient” to say that b is a inverse? We shall see that
it is.

Suppose we knew that ab = e. Multiply both sides on the right by b−1

then we have abb−1 = eb−1 or ae = b−1 or a = b−1. Likewise, starting with
ab = e, multiply both sides on the left by a−1. Then we have a−1ab = ea−1

or eb = a−1 or b = a−1.
Therefore

Lemma 7.9 If a, b ∈ G, and G is a group, and ab = e where e is the identity
element, then a and b are inverses of each other.

Note: this is also true if ba = e, which can be seen by reversing the
letters during the proof.

Corollary 7.10 If a, b ∈ G and G is a group, then ab = e implies that ba = e,
since a and b are inverses of each other.

In non-abelian groups, ab #= ba at least some of the time, so when
we do find elements x, y where xy = yx, it is noteworthy. Our corollary
is interesting, because it means that every member of a group, even if it
is non-abelian, commutes with at least two elements: its inverse and the
identity. This is just a fancy sequence of words for a(a−1) = (a−1)a = e and
ae = ea = e. Naturally also aa = aa. Therefore every element commutes
with itself.

Can we therefore claim that all elements of a group commute with at
least 3 elements? Surprisingly, no! But, sometimes an element is its own
inverse, as in the parity group and the binary strings groups. However, its
possible that the identity is the inverse of a, which would mean that ae = e
and this occurs when a = e. You might think this is a counter-example
to my statement that all elements of a group commute with at least two
elements, but that’s not a problem, as the identity element commutes with
all elements of the group since ea = ae = a. Therefore, unless a group has
a total of only one element in it, all elements of a group commute with at
least two elements.

Suppose for some x, a−1x = e. This means that x would be the inverse
of a−1, or (a−1)−1. Next, note that a−1a = e so a−1x = a−1a or x = a.
This means that (a−1)−1 = a.

Corollary 7.11 If a ∈ G and G is a group, then the inverse of a−1 is a.
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Two more handy corollaries will help us find inverses.

Corollary 7.12 If a, b ∈ G and G is a group, then (ab)−1 = b−1a−1.

Consider (b−1a−1)ab = b−1(a−1a)b = b−1eb = b−1b = e. Therefore
b−1a−1 is an inverse of ab and since inverses are unique, it is the inverse of
ab.

Corollary 7.13 If a1, a2, . . . an ∈ G and G is a group, then (a1a2 · · · an)−1 =
a−1

n · · · a−1
2 a−1

1 .

This is a proof by induction. Let n = 2 be the base case, given by
the previous corollary. Now assume the corollary is true for all natural
numbers less than n. One can prove it is true for n as well, by

((a1a2 · · · an−1)an)−1 = a−1
n (a1a2 · · ·an−1)

−1 = a−1
n (a−1

n−1 · · ·a
−1
2 a−1

1 )

It may seem here as if everything we have done is what was expected.
But, you must realize the generality of these statements. They apply to the
group members regardless if they are numbers, sets, functions, permuta-
tions, or matrices. We are making very broad statements, that are always
true, regardless of the objects being operated upon, so long as they are
groups.

Exercises

1. Suppose you knew that (ab)−1 = b−1a−1. Write a short proof, using
only this fact, that (abcd)−1 = d−1c−1b−1a−1?

2. An element is called idempotent if xx = x. Show that if x is in a
group, and if x is idempotent, then x is actually the identity element.
If you are curious, in other algebraic objects which are not groups,
there can be many idempotents.

An Application Let’s say that someone presented you with the following
function, and asked you to find its inverse:

√

e
1

3
[ln(3x+1)]2 − 1

That looks kind of intimidating. Now consider the following functions
and their inverses:

f1(x) = ex − 1 f−1
1 = ln(x + 1)

f2(x) = 3x f−1
2 = x/3

f3(x) = x2 f−1
3 =

√
x
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These are not bijections from R → R but they are bijections R+ → R+.
You proved that these form a group on composition, in an earlier exercise.
(Recall R+ is the set of positive reals).

One can see that our challenge function is actually:

f−1
3 (f1(f

−1
2 (f3(f

−1
1 (f2(x)))))

Which can be written f−1
3 f1f

−1
2 f3f

−1
1 f2, and since we know

(abcde)−1 = e−1d−1c−1b−1a−1

And so the inverse of our function must be f−1
2 f1f

−1
3 f2f

−1
1 f3, which

can be written as
e
√

3 ln(x2+1) − 1

3

Of course, there might have been easier ways to find this out, but the
point is that the group structure made our lives easier.

Exercises

1. Consider, as a bijection from R+ → R+, the function

(e5x − 1)2

π

. Write it as a product of elements in the group of bijections from
the positive reals to the positive reals, and then find it’s inverse using
the techniques above.

2. Consider, as a bijection from R → R, the function

(3x + 2)3 − 1

. Write it as a product of elements in the group SR, as defined on
Page 221, and then find it’s inverse using the techniques above.

7.8.3 Exponent laws

Suppose we wanted to calculate the behavior of repeatedly applying the op-
eration to one element. For example, we could make a list: a, aa, aaa, aaaa, aaaaa,
calculating at each step what the answer is from the definition of the op-
erator in question. But, this notation looks a bit silly. A standard way of
representing this is, for a positive integer n:

an = aaa · · ·a
︸ ︷︷ ︸

n times
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Thus far, we’ve only defined this for positive integers n. We can imme-
diately see however:

an · am = aaa · · · a
︸ ︷︷ ︸

n times

· aaa · · ·a
︸ ︷︷ ︸

m times

= aaa · · ·a
︸ ︷︷ ︸

n+m times

= an+m

Now that we’ve shown that anam = an+m, one could be tempted to see
if other laws of exponents worked. The first thing to determine is what a0

signifies. Since a0a1 = a0+1 = a and a1 = a, then a0a = a. Canceling a
from the right, we get a0 = e.

Next, one could ask what a−n should represent, if n is a positive integer.
After all, we are just defining a shorthand way of writing, so we can assign
these symbols to mean whatever we like. But if we wish certain laws to
hold when we are done, we must make the definitions in such a way that
the laws work. For example, one could observe that the inverse of a2 is
(a−1)2, because

a2(a−1)2 = aaa−1a−1 = aea−1 = aa−1 = e

Likewise its easy to see the inverse of an is (a−1)n. Now, if the above
rule is to work with negative integers, as well as positive integers and zero,
then we must have ana−n = a0 = e. This would imply that a−n is the
inverse of an, which we have said is (a−1)n. Finally we have

an =

















aaa · a
︸ ︷︷ ︸

n times

n > 0

e n = 0
(a−1)(a−1)(a−1) · (a−1)
︸ ︷︷ ︸

|n| times

n < 0

It is worthwhile to note that by closure an is an element of G if a is an
element of G. Therefore, this sort of exponent gives us a new, secondary
operation in any group.

The above symbols make sense if the group is written in multiplicative
form. It seems weird to say that a+a+a = a3. Thus we write a+a+a = 3a.
However, we are not implying that 3 and a are in the same group. Here, this
3 is like an exponent, it simply implies repetition. This can cause confusion,
but we’ll be careful in this book to remind you when this notation is being
used. The exponent laws in additive notation would be:
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na =















a + a + a + · + a
︸ ︷︷ ︸

n times

n > 0

e n = 0
(−a) + (−a) + (−a) · +(−a)
︸ ︷︷ ︸

|n| times

n < 0

Exercises

1. Show that axa−1 = x in an abelian group.

2. Suppose a2 = e. What does this tell us about a−1?

3. Suppose a and b are their own inverses, and that ab = c. Then what
is ba?

4. If xa = e then a is a left-inverse of x. If bx = e then b is a right-
inverse of x. Show, using only the group laws and the multiplication
& cancellation laws that a = b, or that the left-inverse of a always
equals the right-inverse of a.

7.9 The Order of an Element

The elements of a group form a set, as mentioned earlier, and that set
is either finite or infinite. Suppose the group is finite, and imagine the
list a0, a1, a2, a3, . . . continuing forever. Every member of that list is an
element of the group by closure. But our list is infinite and the group is
finite. Therefore there must be repeated elements in the list.

Suppose that ai = aj , with i > j. Then multiplying by a−j on the left
yields ai−j = e, which also means that ai−j+1 = a and ai−j+2 = a2, and so
forth. . . This further means that ai−j+i−j = ai−j = e, so a sequence, which
is i − j elements long, will repeat over and over again, in order, forming
the infinite list.

Since there are many positive integers n such that an = e we can se-
lect the smallest one. (Remember that each set of positive integers has a
least element, which was called the “well-ordering principle” found in the
preliminaries.) This positive integer is said to be “the order of a.” This is
abbreviated ord(a) = n or |a| = n, and it is important not to mistake |a|
for absolute value. On the other hand, the actual absolute value function
isn’t used very often in group theory so this doesn’t come up.

Definition 7.14 If G is a group, and a an element of that group, the order of
a is the least positive integer n such that an = e. One can write ord(a) = n.
If there is no such positive integer, then write ord(a) = ∞.
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Now suppose a has order n. Note that, an−1a = an = e thus an−1 =
a−1. Therefore knowing the order of a tells us how to calculate a−1. But,
what does this tell us about the order of the inverse of a? If an = e then
(a−1)n = a−n = ea−n = ana−n = a0 = e and the order of a−1 is at most n.
Suppose (a−1)m = e for some 0 < m < n. Then multiplying both sides by
am we get am(a−1)m = am but am(a−1)m = ama−m = a0 = e so am = e.
Yet, the order of a being n means that n is the smallest positive integer to
make a into the identity, and m < n. This is a contradiction. Therefore no
such m exists, and the order of a−1 is n.

Theorem 7.15 If G is a group and a an element of that group, then ord(a) =
ord(a−1).

Now, with these tools, we can prove something more interesting.

Theorem 7.16 If G is finite, then ord(a) #= ∞.

Proof: The pigeon-hole principle says that if you must place n + 1 or more
balls into n holes then at least one hole will get more than one object.
Consider the infinite list a, a2, a3, a4, . . .. The members of the list are our
balls, and the values they take on (the group elements that they equal) are
our slots. Since the group is finite, there are finitely many slots. Yet, there
are infinitely many balls. So for sure, some slot gets more than one ball
(this is a huge understatement). Suppose ai and aj are both in the slot g,
with i #= j.

Since ai = g and aj = g then ai = aj . Without loss of generality,
assume i > j. If not, then simply reverse the symbols in the remainder of
the proof. Multiplying both sides by a−j we get ai−j = a0 = e. And note
that since i > j then i− j > 0. Thus i− j is some positive integer exponent
which sends a to the identity. This does not mean that the order of a is
i−j, but since a to some positive integer power equals identity, then the set
of positive integer exponents which make it identity is non-empty. As all
sets of non-empty positive integers have a lowest element (the well-ordering
principle), we know that this set has a lowest element, and that positive
integer is the order of a. !

Exercises

1. Consider Z8 on addition. List each element, and its order.

2. Consider the group of binary strings of length 5, as defined on Page 220.
What is the order of each non-identity element.

3. Prove that ord(a)ord(b) ≥ ord(ab), for any abelian group.
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4. What is the order of −1 in Q×, the group of rational numbers on
multiplication? How about 1. Are there any other rational numbers
of finite order? Can you prove that? (It is kind of hard).

5. Since Q× ⊂ C× you might image that C× also has very few ele-
ments of finite order. Note, C× is the group of complex numbers
on multiplication. But, there are some finite order elements in C×.
Consider a =

√
2/2 + i

√
2/2 in C×. What is the order of a? (Hint,

i4 = (−1)2 = 1).

7.9.1 Infinite Groups

So far we’ve shown that any element of a finite group has an order. An
interesting question is “can elements of infinite groups have finite orders?”
Consider the non-zero complex numbers under multiplication. Then i4 = 1
and 1 is the identity element, therefore i has order at most 4. Now consider
2, and its list 20, 21, 22, 23, . . . Surely 20 = 1 but we cannot say that 0 is
the order of 2 because the order has to be a positive integer, and 0 is not
positive. But, no other n will give 2n = 1. Therefore we could say that 2
has no order, but as noted earlier, it is usually written that ord(2) = ∞.

Next, since the complex numbers have an element with finite order, and
an element with infinite order, we can ask if there are infinite groups where
all elements have finite order, or where none have finite order?

Consider the group of infinite binary strings under exclusive-or. Each
element is its own inverse, so #x+#x = 0. Using 2#x to mean #x+#x, where 2 is
an exponent-like symbol and is not in the group2, we see that 2#x = 0. If #x
is the all zero vector, then 1#x = 0, and the order of #x is one. Otherwise, if
#x #= 0 then 2#x = 0 means that 2 is the lowest positive integer to make this
work, and the order of #x is two. Either way, the orders of all the elements
of this group are either 1 or 2, thus definitely finite. Such a group, where
no element has infinite order, is called a torsion group.

Definition 7.17 If G is a group, such that for all elements a in G, ord(a) <
∞, then G is a torsion group.

Is there an infinite group with no elements of finite order? Consider the
group of positive reals under multiplication. If r = 1 then r1 = 1 and the
order of r is one. This is true for any group, however. So we ask if there are
any non-identity elements with finite order. Suppose rn = 1, for a positive
integer n. Then n

√
rn = n

√
1 or r = 1. Thus finite order in this group

implies that the element is the identity. In cases where all the non-identity
elements are of infinite order, the group is called torsion-free.

2Recall 2a means for a group in additive notation what a2 means in multiplicative
notation, that is to say a + a or aa respectively
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Definition 7.18 If G is a group, such that for all elements a #= e in G,
ord(a) = ∞, then G is a torsion-free group.

7.9.2 The Torsion Subgroup

Now consider some arbitrary infinite abelian group G. Consider as T the
subset of the elements of G that happen to be of finite order. Since the
identity element always has order 1, it is in T . Thus to show T is a sub-
group, we need only show closure and inverses. If a and b are in T then
there are some positive integers m and n where am = e and bn = e. Surely
then

(ab)mn = (ab)(ab)(ab) · · · (ab)
︸ ︷︷ ︸

mn times

= (a)(a)(a) · · · (a)
︸ ︷︷ ︸

mn times

(b)(b)(b) · · · (b)
︸ ︷︷ ︸

mn times
= (am)n(bn)m = enem = ee = e

You can see, immediately, that this is a problem for a non-abelian group,
since (ab)(ab) · · · (ab) #= (a)(a) · · · (a)(b)(b) · · · (b) in general. But we are
considering abelian groups only for now. We also know ab has order at
most mn, which is finite. However, we don’t know that the order is mn
because there could be some smaller positive integer than mn which is an
exponent to make ab into the identity. Thus while we haven’t found the
order of ab, we’ve shown it is finite, thus we have closure.

If a has order m, then a−1 has order m as we proved above, and so a−1

has finite order and is in T . Thus T contains inverses for all its elements,
and is closed, therefore T is a subgroup of G. Since G is abelian so is T .
This is called the torsion subgroup of G.

Definition 7.19 If G is an abelian group, the set of all x ∈ G such that
ord(x) < ∞ forms a subgroup. It is called the torsion subgroup.

Torsion and Non-Abelian Groups A natural question is to ask if
this works in non-abelian groups. Consider all bijective functions from the
reals to the reals, under composition. This group is non-abelian, as we
have shown. The function f(x) = x for all rational x, and f(x) = −x
for all irrational x, is a function from the reals to the reals. It is also its
own inverse on composition, so is invertible (in the group) and has order
2 (finite order). The function g(x) = −x + 1 is also a function from the
reals to the reals, and is a bijection. To see this, note that (g ◦ g)(x) =
g(g(x)) = −(g(x)) + 1 = −(−x + 1) + 1 = x − 1 + 1 = x. Thus g(x) is the
inverse of g(x), and since g(x) is invertible its a bijection and in our group.
Also g(g(x)) = x but g(x) #= x means that g(x) is an element of order two,
because composing twice gives the identity when once does not.
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Now consider g(f(x)) = m(x). This function is m(x) = −x + 1 for all
rational x, and x+1 for all irrational x. Then we can see that m(m(x)) = x
for all rational x and x+2 for all irrational x. Again, m(m(m(x))) = −x+1
for all rational x and x+3 for all irrational x. For the irrational x, mi(x) =
x + i, where the exponent means repeated evaluation. Its clear that for no
positive integer will mi(x) = x in the irrational case. Thus mi(x) is never
the identity map for a positive i. Now we know m(x) has infinite order,
even though it is the composition of two elements of finite order. Our set of
finite order elements is not closed. Therefore the set of finite order elements
of an infinite non-abelian group do not necessarily form a subgroup.

Exercises

1. What are the torsion-elements of the group of rational numbers on
multiplication?

2. The phrase “Gaussian Integers” means complex numbers where both
the real and imaginary parts are integers. Prove this is a group under
addition. What is its torsion subgroup?

3. Using the clock group, and its Caley Table perhaps, find elements a, b
such that ord(a) = n and ord(b) = m and ord(ab) < mn. Note, you
know that ord(ab) < nm as proven above, since this is an abelian
group.

7.10 Homomorphisms

Consider for a moment the logarithm. You can use either the common log-
arithm or the natural logarithm as you prefer. The utility of this function
comes from the fact that log(xy) = (log x) + (log y). But other facts are
true about it too. log(1/x) = − log x and log 1 = 0. What does this mean
in terms of groups?

Taking again the formula log(xy) = (log x) + (log y), to the left of the
equal sign, we are discussing the non-zero real numbers under multiplica-
tion; to the right of the equal sign, we are discussing all the real numbers
under addition. Both of these are groups, as we know. Therefore, the map
“log” somehow maintains the structure of one group while sending elements
to the other. It turns out that there are many such maps in group theory,
which preserve structure, and tell us more about each group.

Definition 7.20 If φ is a function from a group G to a group H , and φ(ab) =
φ(a)φ(b), then φ is “a homomorphism from G to H”.
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The word homomorphism comes from the Greek words “homos” or
“similar” and “morphos” or “the form” or “the shape”. It means that the
this function keeps the elements organized, or in the same form as they
were before. Since we have two groups, its important that we not confuse
identity elements. Thus let eG and eH be the identity elements of G and
H .

Suppose one calculates φ(a) = φ(aeG) = φ(a)φ(eG). Multiplying both
sides by φ(a)−1 on the left gives φ(a)−1φ(a) = φ(eG). But the left hand
side of that is clearly the identity in the destination group, or eH . Therefore
φ(eG) = eH . The symbol φ(a)−1 should not be confused with the idea of an
inverse function. Here, φ maps elements of G to elements of H . Therefore
φ(a) is an element of H , and since H is a group, then φ(a)−1 exists. This
is important, as some maps φ do not have inverses (in fact, those φ that
are not injective).

Taking our example to the positive reals under multiplication G and
the reals under addition H , we see that saying φ(x) = log x means that
first φ(eG) = eH or in this case φ(1) = 0 or more simply log 1 = 0.

Now consider φ(eG) = φ(aa−1) = φ(a)φ(a−1), but φ(eG) = eH so
therefore φ(a)φ(a−1) = eH . This means that φ(a) and φ(a−1) are inverses
of each other, a sentence we write notationally by φ(a)−1 = φ(a−1).

A fun example is to consider φ(a2). This turns out to be a rather neat
principle:

φ(a2) = φ(aa) = φ(a)φ(a) = φ(a)2

which is true of both all homomorphisms, and logarithms in particular.
Again with our example, this means that φ(x−1) = −φ(x) (since H is

in additive notation). Alternatively, this means that log(1/x) = − log(x).

Theorem 7.21 If φ is a homomorphism from G to H, which are groups with
identity elements eG and eH, then

• φ(eG) = eH .

• φ(a−1) = φ(a)−1

Corollary 7.22 If φ is a homomorphism from G to H, then φ(an) = φ(a)n.

To see that the corollary is true, observe,

φ(an) = φ(aaa · · · a
︸ ︷︷ ︸

n times

) = φ(a)φ(a) · · · φ(a)
︸ ︷︷ ︸

n times

= φ(a)n

In retrospective, this is rather grand because the concept of homomor-
phism touches on the operator, inverses, exponents, the identity element,
and in so doing, essentially every fact about groups.
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7.10.1 More Examples of Homomorphisms

Consider the integers under addition. If φ(x) = 2x then φ(x + y) = 2(x +
y) = 2x + 2y = φ(x) + φ(y), and φ is a homomorphism. While we’ve
already proved Theorem 7.21, let’s check them. φ(0) = 2 · 0 = 0 and
φ(−x) = 2(−x) = −2x = −φ(x). Here, φ is mapping the integers under
addition to the integers under addition, and so both G and H are the same
group. Sometimes this is called an endomorphism.

Definition 7.23 If G is a group, a homomorphism from G to G is called an
endomorphism of G.

A function that is NOT a Homomorphism: Sticking with the in-
tegers, let’s try ψ(x) = x + 2. Then ψ(2 + 3) = ψ(5) = 5 + 2 = 7
but, ψ(2) + ψ(3) = (2 + 2) + (3 + 2) = 4 + 5 = 9. Since 7 #= 9 then
ψ(x + y) #= ψ(x) + ψ(y) and thus ψ is not a homomorphism. There is
also a quicker route to see this. We know that for all homomorphisms,
φ(eG) = eH , and the identity for the integers is zero. Thus φ(0) = 0 when
both G and H are the group of integers on addition. But ψ(0) = 2, and so
we know (much faster this time) that it is not a homomorphism.

Exercises

1. In the clock group, show that the map φ(x) = x + x is a homomor-
phism.

2. In the group SR, the bijections of the real line on composition, show
that the map φ(x) = x ◦ x is not a homomorphism.

3. If φ and ψ are endomorphisms of G, (recall this means they are ho-
momorphisms from G to G), show that φ ◦ ψ is a homomorphism.

4. Show that φ(x) = x−1 is a homomorphism of any abelian group.

5. Prove that, for any two groups G and H , the map φ(g) = 1H , for all
g ∈ G, is a homomorphism.

7.10.2 The Endomorphisms of the Integers

An interesting question would be if every endomorphism of the integers,
(that is to say, every homomorphism from Z to Z), can be written as
φ(x) = kx for some integer k. Suppose φ(1) = k. For all positive integers
z,

z = 1 + 1 + · · · + 1
︸ ︷︷ ︸

z times
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Thus

φ(z) = φ(1 + 1 + · · · + 1
︸ ︷︷ ︸

z times

) = φ(1) + φ(1) + · · · + φ(1)
︸ ︷︷ ︸

z times

= k + k + · · · + k
︸ ︷︷ ︸

z times

= kz

And if z is negative, then z = −y where y is positive, and so φ(z) =
φ(−y) = −φ(y) = −ky = kz. If z is neither negative nor positive then it is
zero, and φ(0) = 0 as proven before, and 0 = k0 so φ(0) = k0. Therefore,
in all cases: zero, positive and negative, we can say φ(z) = kz. Thus, every
endomorphism of the integers is multiplication by some integer. Yet, in the
complex numbers, this is not the case.

7.10.3 The Endomorphisms of the Complex Numbers

Another interesting question would be whether or not the same thing is true
for the complex numbers. Surely φ(a + bi) = ka + kbi is a homomorphism,
because

φ((a1 + b1i) + (a2 + b2i)) = φ(a1 + b1i + a2 + b2i)

= φ((a1 + a2) + (b1 + b2)i)

= k(a1 + a2) + k(b1 + b2)i

= ka1 + ka2 + kb1i + kb2i

= k(a1 + b1i) + k(a2 + b2i)

= φ(a1 + b1i) + φ(a2 + b2i)

But is it the case that all endomorphisms of C can be written as a
multiplication? Suppose φ is complex conjugation, that is to say φ(a+bi) =
a − bi. Then,

φ((a1 + b1i) + (a2 + b2i)) = φ(a1 + b1i + a2 + b2i)

= φ((a1 + a2) + (b1 + b2)i)

= a1 + a2 − (b1 + b2)i

= a1 + a2 − b1i − b2i

= a1 − b1i + a2 − b2i

= φ(a1 + b1i) + φ(a2 + b2i)

Thus complex conjugation is an endomorphism of C, and at first glance,
it appears that it is not writable as a multiplication in an obvious way.
But, we need to prove that it is not a multiplication. Suppose φ(a + bi) =
(c+di)(a+bi). Then substitution yields φ(1) = φ(1+0i) = (c+di)(1+0i) =
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c+di but we know φ(1+0i) = 1−0i = 1. Therefore c+di = 1+0i, or c = 1
and d = 0. But, φ(i) = φ(0 + 1i) = (c + di)(0 + 1i) = ci − d = i − 0 = i.
Yet we know the complex conjugate of 0 + 1i should be 0 − 1i = −i, and
so this is a contradiction.

Therefore complex conjugation is not a multiplication and not every
homomorphism from (C, +) to (C, +) is a multiplication. (Recall, (C, +) is
the complex numbers under addition).

Exercises

1. Consider the operation f(a+ bi) = 2a−2bi. Is this a homomorphism
of the complex numbers on addition?

2. Consider the operation f(a + bi) = a − 2bi. Is this a homomorphism
of the complex numbers on addition?

7.11 Kernels and Images of Homomorphisms

Now we will prove that the image of G is a subgroup of H . Recall that the
image of G is those elements of H which equal φ(g) for some g in G. In
other words, these are elements upon which φ sends some value of G, and
we don’t care which. Clearly the image is a subset of H so we need only
show that it is closed under inversion and the group operation, and that it
contains the identity.

Suppose h1 and h2 are elements of H such that φ(g1) = h1 and φ(g2) =
h2. Then h1h2 = φ(g1)φ(g2) = φ(g1g2). Thus we see that h1h2 “comes
from” g1g2, in the sense that φ(g1g2) = h1h2. Therefore h1h2 is in the
image, our subgroup. Next, h−1

1 = φ(g1)−1 = φ(g−1
1 ). Thus h−1

1 comes
from g−1

1 and is in our subgroup (the image).

Theorem 7.24 If G and H are groups and φ is a homomorphism from G to
H, then the image of φ is a subgroup of H.

Another interesting feature is the kernel of a map. The kernel is the set
of elements of the group G which φ sends to the identity element of H . So
if using additive notation, the kernel is the set of g ∈ G such that φ(g) = 0.
Using multiplicative notation, φ(g) = 1.

The kernel of a map is very important, for several reasons. First, it is
always a subgroup. Second, we will learn later that all subgroups which
are the kernel of some homomorphism, have special properties. These
subgroups are called “normal.” Third, if the kernel is only the identity
element, then the homomorphism is surjective.
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Theorem 7.25 If G and H are groups and φ is a homomorphism from G to
H, then the kernel of φ is a subgroup of H.

Proof: We will use multiplicative notation for the proof. Denote the kernel
by K, and suppose g ∈ K and h ∈ K. Then

φ(gh) = φ(g)φ(h) = 1 · 1 = 1

and since φ(gh) = 1 we know gh ∈ K and thus K is closed.
Since φ(1) = 1, we know 1 ∈ K. Furthermore,

φ(g−1) = φ(g)−1 = 1−1 = 1

and so g−1 ∈ K. Thus K is a subgroup of G. !

Theorem 7.26 If G and H are groups and φ is a homomorphism from G to
H, with kernel K, and if K has only the identity element in it, then φ is
injective.

Proof: Suppose φ(x) = φ(y), with x #= y. Then φ(x)φ(y)−1 = 1 but that
can be rewritten φ(x)φ(y−1) = 1 or φ(xy−1) = 1. Now, either xy−1 = 1
or not. If not, then xy−1 is a non-identity element in the kernel, but we
supposed that the kernel had only the identity element in it. So xy−1 = 1
but that means that x = y, obtained by multiplying by y on the left. !

This is often an easy way to check if a homomorphism is injective.

Exercises

1. Consider the logarithm, either common or natural, as you prefer.
This maps R+ → R, where the domain is the group of positive reals
on multiplication, and the range is the group of all reals on addition,
and it is a homomorphism, as we talked about earlier. What is the
kernel of this map? Does that make the map injective?

2. Since the kernel of a homomorphism is always a subgroup, many times
it is convenient to prove H is a subgroup of G merely by identifying
a homomorphism φ, from G to anywhere, for which H is the kernel.

(a) Consider F the set of real-valued functions on point-wise addi-
tion R → R. This means that if f, g ∈ F then if one writes
h = f + g, that means that h(x) = f(x) + g(x) for all x. This
was described at the beginning of our chapter. Consider the
map φ : F → R given by φ(f) = f(1). That means that the
value of φ(f) is the answer that f gives for x = 1. First, prove
φ is a homomorphism. What is the kernel of this map? How
would you describe the subgroup without mentioning φ?
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(b) Consider the group R2 described on Page 217. Produce a ho-
momorphism that shows that the set of points (x, 0), which of
course is the x-axis, is a subgroup of this group, by showing that
those points are the points of the kernel of that map.

(c) Consider the group of integers on addition. Show that the even
integers are a subgroup, by producing a map from the integers
to the parity group. The parity group was defined on Page 217.

3. Likewise, since the image of a homomorphism is always a subgroup,
sometimes it is convenient to prove H is a subgroup of G merely by
identifying a homomorphism φ, from anywhere to G, for which H is
the image. (For this, recall that Q is the set of rational numbers, and
Q× are the non-zero rationals on multiplication).

(a) It turns out the non-zero rational numbers that happen to be
writable as the perfect square of another rational number, are
a subgroup of the rational numbers on multiplication. This is
easy to prove by using φ : Q× → Q× by φ(x) = x2. First,
show this is a homomorphism, then declare the perfect squares
of rationals to be a subgroup by showing it is the image of this
map.

(b) Another subgroup of the rational numbers are those that happen
to be powers of 2 or 1/2. Consider the map φ : Z → Q× given
by φ(z) = 2z. Show that this is a homomorphism and show that
the image is the desired subgroup.

(c) Consider the set of 2 × 2 matrices over R such that the upper-
right slot and lower-left slot are zero. To show this is a subgroup
of M2(R), the group of 2×2 matrices on addition, a map fromR2

into M2(R). Recall, the group R2 was described on Page 217.

7.12 Isomorphisms

Just as homomorphism means “similar form”, isomorphism means “the
same form.” In a very real way, two groups that are isomorphic are so
similar, that we can only think of them as the same group. Philosophically,
this means that there are no distinguishing features to identify one from
the other within the operations and theorems of group theory. Practically,
it means that one group is simply the other group but with its elements
renamed.

Earlier, in the Preliminaries, we learned about bijections. In many
ways, a bijection is simply a renaming. Given the old name of an element,
there is exactly one new name (by injectivity) and for any new name, there
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is some old name for it. So it sounds like this is “as close as one can get”
to identical. But actually, in Group Theory, bijectivity is only part of the
picture. We need another property before we can consider some function
f a renaming. Since this is a textbook and not a mystery novel, we’ll just
tell you that the property is that f must be both a homomorphism and a
bijection.

To illustrate this, consider two groups below, each of 4 elements, given

by their Caley tables.

0 1 2 3
0 0 1 2 3
1 1 2 3 0
2 2 3 0 1
3 3 0 1 2

e a b c
e e a b c
a a e c b
b b c e a
c c b a e

These groups are obviously in bijection, with f(0) = e, f(1) = a, f(2) =
b, and f(3) = c. That map is clearly surjective, since each of {e, a, b, c}
is “hit” by f , and since the set is finite, it is bijective. In the group with
letters in it (called the Vierergruppe or Klein’s-4-Group) has the interesting
property that xx = e for all x. This can be seen by all e on the main
diagonal from the upper-left to lower-right. Yet in the numerical group,
called Z4 for reasons that will be clear be for the end of the chapter, does
not have this property. And so, f is not a homomorphism because

f(1)+f(1) = a+a = e but f(1+1) = f(2) = b thus f(1)+f(1) #= f(1+1)

However, this only proves that f is not a homomorphism. Perhaps there
is some other homomorphism, but it turns out that there is not, which we
will now prove.

Let g be any homomorphism between these groups, that happens to
be a bijection, and let x be any element. Every element has a pre-image
under g because g is surjective, and so call the pre-image of x to be y.
Since xx = e in the Vidre Group, and g(y) = x then we have g(y)g(y) = e.
But g(y)g(y) = g(y + y) since g is a homomorphism. Then this means
g(y + y) = e. We know that g(0) = e, for any homomorphism between
these groups (the identity element always maps to the identity element)
and since g is injective, only one item can map to e. Thus y + y = 0. But
then y = 0 or y = 2, because those are the only two elements in Z4 such
that n + n = 0. We have four choices for x, but only two choices for y,
and so g is not injective. This is the required contradiction, and g does not
exist.

And so, we see the beginnings of a rather deep distinction. In a very
real way, two sets or two groups in bijection with each other share certain
properties, like the number of elements. In fact, mathematicians extend
the notion of size to infinite objects by considering two sets in bijection
with each other to have the same “cardinality.” For finite objects, the
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cardinality is the size, but for infinite ones, one can be more specific. But
we saw group theoretic properties between these two groups above, which
were not the same property between the two groups under consideration.
These are distinguishing features that make the groups very distinct from
each other. (For example, in the Klein-4-Group, xx = e for all x). Thus
bijection is not enough.

This brings us to the notion of an isomorphism.

Definition 7.27 An isomorphism is any map that is simultaneously a bijec-
tion and a homomorphism.

7.12.1 Properties of Isomorphisms

Suppose φ is an isomorphism from G to H . Since it is a homomorphism,
then we know that φ(ab) = φ(a)φ(b) and we also know that φ(1G) = 1H ,
where 1G and 1H are the identity elements of G and H .

We also proved, earlier, that

φ(a)−1 = φ(a−1)

This could be simplified by saying if b = a−1 then φ(b) = φ(a)−1. These
remarks so far are true of all homomorphisms. But, since we require φ to
be bijective, we can observe other properties.

Suppose φ(a)φ(b) = 1H . Then φ(ab) = 1H . We showed earlier that
φ(1G) = 1H , but since φ is an injection, this means ab = 1G, or b = a−1.
This can be simplified to saying if φ(b) = φ(a)−1, then b = a−1. At first,
that statement might appear identical to the previous, but it is not.

To be formal, a homomorphism has that if b = a−1 then φ(b) = φ(a)−1.
On the other hand, an isomorphism has that b = a−1 if and only if φ(b) =
φ(a)−1.

Consider some ψ which is a homomorphism but not a bijection. Pretend
that we wish to masquerade it as an isomorphism. Suppose ψ maps every
element of G to 1H . This completely destroys all information and structure,
and therefore is the furthest possible from an isomorphism. You will recall,
however, that it is a homomorphism, as proved in an earlier exercise. This
is called “the trivial homomorphism”. Yet, if b = a−1 then surely ψ(b) =
ψ(a)−1 because both of those, like every other element of G, map to 1H .
Likewise, ψ(1G) = 1H and ψ(a)ψ(b) = ψ(ab) since all of those three are
ψ(a) = 1H = ψ(b) = 1H = ψ(ab).

For a mere homomorphism f , we required f(a)f(b) = f(ab). Another
way to write this is if ab = c then f(a)f(b) = f(c). Surely ψ meets this
criterion because all three would be 1H . But, for φ, since it is a bijection,
we can see that if φ(a)φ(b) = φ(c), then ab = c. So again, the isomorphism
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gives us the other half of the picture, and can be thought of as information
preserving.

Using the same language as before, a homomorphism has that if ab = c
then φ(a)φ(b) = φ(c). On the other hand, an isomorphism has that ab = c
if and only if φ(a)φ(b) = φ(c).

Again, bijectivity shows its importance from the following. Suppose at
the end of a proof, you have φ(a) = φ(b). Since φ is and isomorphism and
thus bijective, you can conclude a = b. But if φ were merely a homomor-
phism like ψ, then this would tell you absolute nothing. For example, φ
might be the trivial homomorphism, in which case φ(a) = φ(b) is true for
all a ∈ G and all b ∈ G.

Among mathematicians, the phrase “that’s isomorphic”, is often used
to express the idea of “that’s the same thing.” For example, “Who is
your provost?” “We don’t have one, we have a vice president for academic
affairs.” “Well, what’s the difference between that and a provost?” “None,
they are isomorphic.”

7.12.2 Consequences for Isomorphic Groups

We will say that two groups G and H are isomorphic if there exists some
isomorphism from G to H. This can be written as G ≈ H . It turns out
that ≈ is an equivalence relation among groups. The equivalence class of
a group is sometimes called its “type”, but this is rare.

To show that ≈ is an equivalence relation, we must show that it is
reflexive, symmetric, and transitive. For G ≈ G let the isomorphism be the
identity function. Surely it is a bijection. And also it is a homomorphism,
by the following

id(a)id(b) = ab = id(ab)

Now consider G ≈ H . To show symmetry, we must prove that H ≈ G.
Since G is isomorphic to H , then there is some isomorphism from G to H ,
call it φ. Since φ is a bijection, it must have an inverse function. This
is, after all, the meaning of bijective. Call that inverse function β, which
we know to be a bijection also, since it has an inverse function of its own
(φ). So we have β(φ(x)) = x = φ(β(x)). Now we must show that β is a
homomorphism. Let x ∈ H and y ∈ H . One can calculate

φ(β(x)β(y)) = φ(β(x))φ(β(y)) = xy = φ(β(xy))

and therefore φ(β(x)β(y)) = φ(β(xy)). But we can “peel off” the φ
on each side, since φ is an isomorphism and thus an injection, and obtain
β(x)β(y) = β(xy) which means β is a homomorphism.

Therefore, β, which maps H to G, is both a bijection and a homomor-
phism and so an isomorphism. This means H is isomorphic to G, and we
write H ≈ G.
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The transitive part of the proof is usually worse than the symmetric
part, but here we find that it is easier. Consider G ≈ H by some isomor-
phism φ and H ≈ K by some isomorphism ψ. Now consider β : G → K
by β(g) = ψφ(g)). The composition of two bijections is a bijection, and so
β is a bijection. But is it a homomorphism? It turns out, yes. Observe,

β(g1)β(g2) = ψ(φ(g1))ψ(φ(g2)) = ψ(φ(g1)φ(g2)) = ψ(φ(g1g2)) = β(g1g2)

and therefore β is a homomorphism, and thus isomorphism. This means
we can write G ≈ K.

Exercises

1. Prove that the group of real numbers on addition is isomorphic to
the positive reals under multiplication, via the map f(x) = 2x.

2. Show that {−1, 1} on ordinary multiplication is isomorphic to {0, 1}
on addition.

3. In the group of binary strings of length 5, defined on Page 220, the
set with last element always 0 is a subgroup. The set with first
element always 0 is also a subgroup. Show that these subgroups are
isomorphic, by the map which reverses the string, e.g. f(10110) =
01101.

4. Consider the following map from C× → GL2(R). Here, GL2(R)
means the 2 × 2 invertible matrices whose entries are real numbers,
with the operation being matrix multiplication. Also C×, means the
non-zero complex numbers, on multiplication also.

φ(a + bi) =

[

cca −b
b a

]

Show this map is an isomorphism.

5. Consider the map from Z5 to GL2(R) given by φ(z) = Az, with
A0 = I5, the 5 × 5 identity matrix, shown below. The operator for
Z5 is addition, and for GL2(R) is matrix multiplication. This is only
possible because A5 = I, where

A =









0 0 0 0 −1
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0









I5 =









1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1








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If you are curious, all finite groups, and essentially all infinite groups
that you will commonly encounter, can be written as matrix groups. The
matrices can be over the real or complex numbers, or even sometimes over
Zp. This topic is called “representation theory”

7.13 The Cyclic Groups

We’ve seen already that the integers (Z) and the integers mod N (for some
integer N), are groups on addition. It is useful to examine these groups in
their own right, and it turns out we can describe their structure completely.
But what is more interesting, is that we will show later that these groups are
important building blocks of all abelian groups. Furthermore, subgroups
with this structure are found in every group, as we will see shortly.

Take any element a of any group G, and consider the list

a0 = e, a, a−1, a2, a−2, a3, a−3, a4, . . .

If I take any two entries from this list, ai and aj , and use the group opera-
tion, I get aiaj = ai+j , which is also in the list. Furthermore, if I want the
inverse of any element ai in the list, this would be a−i, which is clearly in
the list. Therefore, the list is closed under the group operation and under
inverses, and so therefore is a subgroup of G.

Definition 7.28 If a is an element of G, then the set of elements of the form
ai is called “the subgroup generated by a”, and is denoted by < a >.

Lemma 7.29 If a is an element of G, then the set of elements of the form
ai form a subgroup of G.

This is called the “subgroup generated by a.” Now writing the list in
the positive direction, so that we have a0 = e, a, a2, . . ., one question we
may ask is if the list repeats. In particular, do entries equal to the negative
powers of a appear? You might guess that if a is of finite order, the list
would repeat, and if not, it would not. This is easy to prove, as follows.

If an entry equal to a negative power appears in this list of positive
powers, then one could write ai = aj , with i negative and j positive.
More generally, if the list repeats anywhere, then ai = aj but i #= j. But
aia−i = aja−i implies e = aj−i. Of course then (aj−i)−1 = ai−j = e−1 = e.
Let n = i − j or n = j − i which ever is positive. Then the order of a,
whatever it must be, is clearly finite, as we discussed in Theorem 7.16.

Likewise, if a has finite order n, then an = e and so an+1 = a.
Therefore, the list repeats. Finally we have proven that the list has repi-
tions if and only if the element a has finite order. Its easy to see that
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an+2 = a2 and an+3 = a3, and so on, therefore the list consists of the
a0 = e, a, a2, a3, . . . , an−1 part repeating over and over again, in order.
Since that part has n elements in it, can we say that the subgroup gener-
ated by a has n elements? Almost, but not quite!

We have to make sure that all the elements of a0 = e, a, a2, a3, . . . , an−1

are distinct. Suppose ai = aj , with ai and aj being distinct members of
that part of the list. Then (using the trick we’ve used so many times)
ai−j = a0 = e. Take m to be i − j or j − i, which ever is positive. Then
am = e. But, 0 ≤ i < n and 0 ≤ j < n and so |i − j| < n or m < n.
Note, here |i − j| means absolute value not “order” in the group theoretic
sense. By definition, the order of an element is the smallest positive power
of that element to equal zero. Yet, m is smaller than n, and am = e,
and n is the order of a. This is a contradiction. Therefore, we know
a0 = e, a, a2, a3, . . . , an−1 contains n distinct elements.

Theorem 7.30 If a is an element of G, then the set of elements of the form
ai form a subgroup of G. If a has finite order n, then this subgroup is finite,
with n elements. If a has infinite order, this subgroup is infinite.

Now, let’s examine the infinite case just a bit further. In an infinite
group G, let there be an element a of infinite order and denote by S the
subgroup generated by a. Consider the map φ : S → Z given by φ(ax) = x.
Is this map well-defined? Yes, because there’s only one way to write ax, or
more plainly, ax and ay are distinct if and only if x and y are distinct (this
is a technical point and so don’t worry if you don’t see why this sentance
was needed). Is the map a homomorphism? We can check as follows:

φ(axay) = φ(ax+y) = x + y = φ(ax)φ(ay)

And for inverses:

φ(a−x) = −x = −φ(ax)

Note: The last term there −φ(ax) signifies the additive inverse of φ(ax)
and the first term signifies φ of the inverse of ax.

Next we should check the kernel of φ. First, if φ(ax) = 0 then xφ(a) =
0 (the notation xφ(a) is the additive form of the multiplicative notation
φ(a)x, and means the repition of the group operation x times.) But the
repition of ordinary integer addition x times is really multiplication by x.
But φ(a) = φ(a1) = 1, and so we have x1 = 0 or x = 0. But if x = 0 then
ax = a0 = e. Thus the only element in the kernel is the identity element
and this means φ is injective.

We could also check directly, if φ is injective. Well, suppose φ(ax) =
φ(ay). Then since φ(ax) = x and φ(ay) = y we have that x = y. But
ax = ay if and only if x = y since a is of infinite order.
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If the last sentence is confusing, we will now elaborate. We showed in
the proof of Theorem 7.16 that if ax = ay with x #= y then a has finite
order. The contrapositive of this is that if a has infinite order, then it is
not the case that ax = ay with x #= y. Thus, if a is of infinite order, and
ax = ay, then it must be the case that x = y.

Therefore φ(ax) = φ(ay) if and only if ax = ay, and the map is injective.
We should now show that φ is surjective. Suppose there is some x ∈ Z and
we want to find a g ∈ S such that φ(g) = x. Well, φ(ax) = x by definition,
and so ax is such a g. Thus, φ is surjective.

We’ve now proven that φ is an isomorphism and therefore S and Z are
isomorphic.

This a remarkable result! That means our old friend the integers is
present in every group with at least one element of infinite order, regardless
of what the group is. We’ve certainly seen some strange groups so far, but
all those with any element of infinite order have a copy of Z in them. This
is much like finding an old familiar friend when travelling overseas in a
strange city. To recap, we have proven:

Fact 1 The subgroup generated by any element of infinite order, in any
group, is isomorphic to the integers on addition.

Now lets tackle the finite case! Suppose there is a group G with an
element a of order n, (this further implies n is some positive finite integer).
Denote the subgroup generated by a as S. We will require a map ψ :
Zn → S, given by ψ : x → ax. Is this map well defined? In Zn, we
know that x = x + n = x + 2n = x + 3n · · · , so each x has many names.
Here x, x+n, x+2n, and x+3n would map to ax, ax+n, ax+2n, and ax+3n.
These had better all be equal, otherwise the map is not well-defined.

But, for any integer b,

ax+bn = axabn = ax(an)b = axeb = axe = ax

.
Indeed, now we see that ax, ax+n, ax+2n, and ax+3n are all equal. Is

the map a homomorphism? First, note,

φ(r + s) = ar+s = aras = φ(r)φ(s)

Now we can check for injectivity and surjectivity. First, note that the
map is going to and from a finite set, in fact one of n elements in each
case. Therefore we can prove either one and other one is automatically
true. Surjectivity is easy in this case because for any ax, we know that
ψ(x) = ax. Here x can be in the range 0 ≤ x < n, and we know all the
elements a0 = e, a, a2, . . . , an−1 are in the subgroup. Thus every element
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of the subgroup has a pre-image, and the map ψ is surjective. Since the
domain and range are finite, its injective too and thus bijective. All in total,
we’ve shown that ψ is an isomorphism. This means that S is isomorphic
to Zn.

This too is remarkable. Among other things it shows that all subgroups
generated by an element of a certain order are identical to all other sub-
groups generated by elements of that certain order. Also, in any group
with any element of order n, there is a copy of Zn sitting in there.

Theorem 7.31 Let a ∈ G, with ord(a) = n. Then < a >≈ Zn. Furthermore,
this means that < a > is abelian.

And here you can see why I said that Z and Zn are very important
building blocks of all groups, regardless of what types of groups they are.
These very basic objects are therefore very worthy of our attention.

Exercises

1. Consider the group S5 defined on Page 223. Let f(A) = B, f(B) = C,
f(C) = D, f(D) = E, and f(E) = A. Show that < f >= Z5. Hint,
what is the order of f?

2. Consider the group Z8 on addition. Let S = {0, 2, 4, 6}. Show that
S is isomorphic for Z4. Hint: what is the order of 2 in this group?

3. This exercise really only affects the next one. Show that

[

1 a
0 1

] [

1 b
0 1

]

=

[

1 a + b
0 1

]

4. Consider the real-valued 2 × 2 matrix

A =

[

1 1
0 1

]

Show that < A > inside of GL2(R) is isomorphic to Z. Hint: use the
previous exercise to argue that ord(A) = ∞. (Recall, GL2(reals) is
the set of 2 × 2 invertible matrices on the reals).

7.14 Direct Products

It turns out that you are already familiar with a classic example of a direct
product. Ordinary 3-dimensional space, the ordinary xy-plane, and the
real number line can each be thought of as a triple of, pair of, or single
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real number(s). You may find it useful to flip back to the linear algebra
chapter, and review vectors in R3 and R2. If you haven’t read that section,
just consider the ordinary xy-plane, which we name R2.

Every point in the plane is represented by exactly one (x, y), a pair of
real numbers. Imagine someone goes 3 meters north and 4 meters east, fol-
lowed by moving 1 meter north and 2 meters east. The total displacement
is 4 meters north and 6 meters east. In this calculation:

(3, 4) + (1, 2) = (3 + 1, 4 + 2) = (4, 6)

it is as if the “north part” and the “east part” operate without interference
with each other.

Furthermore, suppose we associate north and east with positive, as well
as south and west with negative. Then one can observe that moving (a, b)
followed by (−a,−b) brings one back to the origin. Furthermore, (0, 0)
does not move one at all. Already, we can see the ingredients of a group.

The elements of this group R2, would be the set of all pairs (x, y) with
x ∈ R and y ∈ R. The operation is

(r1, r2) + (s1, s2) = (r1 + s1, r2 + s2)

The identity element is (0, 0) and the inverse of (a, b) is (−a,−b). We will
prove associativity momentarily.

It turns out that this can be done in general. Suppose one has two
groups, G and H , with identity elements 1G and 1H . Permit the use of
multiplicative notation here, even though perhaps G or H or both use
additive notation.

We will define a new group, whose elements are the Cartesian Product
of the elements of G and the elements of H . (See the Preliminaries if you’ve
forgotten what that means). For any (g1, h1) ∈ G×H and (g2, h2) ∈ G×H
we define the operation

(g1, h1)(g2, h2) = (g1h1, g2h2)

Now consider the element (1G, 1H), and see what it does to any (g, h) ∈
G × H . This can be shown as

(g, h)(1G, 1H) = (g1G, h1H) = (g, h) = (1Gg, 1Hh) = (1G, 1H)(g, h)

And so the identity element of G × H is simply the identity element
of G paired with the identity element of H . This is much like saying that
moving (0, 0) results in not going anywhere. Likewise, suppose g is the
inverse of g ∈ G, so that gg = 1G = gg. Also let h be the inverse element
of h. The we can see that

(g1, h1)(g1, h1) = (gg1, hh1) = (1G, 1H) = (g1g, h1h) = (g1, h1)(g1, h1)
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and from that we learn that (g1, h1)−1 = (g1, h1). This should make sense
as in the case of R2, the opposite of (a, b) was (−a,−b), the same thing that
the above leads us to expect, except in additive rather than multiplicative
notation.

The issue of associativity still remains. As usual, this is just an exercise
in symbolic gymnastics, which most readers likely prefer to skip

[(g1, h1)(g2, h2)](g3, h3) = (g1g2, h1h2)(g3, h3)

= (g1g2g3, h1h2h3)

= (g1, h1)(g2g3, h2h3)

= (g1, h1)[(g2, h2)(g3, h3)]

Finally, there is the question of commutativity. Suppose G × H is
abelian. Then it turns out that G and H are both abelian. To prove this,
consider a case where G is non-abelian, but G× H is abelian. This means
there is some g1 ∈ G and some g2 ∈ G such that g1g2 #= g2g1. Now consider
(g1, 1H)(g2, 1H), which since G×H is abelian, is equal to (g2, 1H)(g1, 1H).
Yet the first pair yields (g1g2, 1H) and (g2g1, 1H) is given by the second
pair. Since these are equal, then their first two components are likewise
equal too. This means that g1g2 = g2g1, which is a contradiction. Likewise,
if G×H is abelian and H is non-abelian, the same proof works identically.
Therefore, when G × H is abelian, this means that G and H were both
abelian. The contrapositive of this is noteworthy.

Lemma 7.32 If G × H is abelian, then both G and H are abelian.

Exercises

1. What is the contrapositive of the last lemma?

2. Here we explore Z2 × Z2.

• How many elements does it have?

• What are they?

• Write a multiplication table for it.

• For each element, write its inverse.

• Compare this to the group of binary strings shown earlier.

3. Consider G×H ×K, a direct product. One way to think about this
is (G × H) × K.

• What is (g1, h1, k1)(g2, h2, k2)?

• What is the identity element of this group?
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• What is (g2, h2, k2)−1?

4. Consider Z2 × Z3.

• How many elements does it have?

• What are they?

• Write a multiplication table for it.

• For each element, write its inverse.

It turns out that 2 and 3 products aren’t the only direct products. For
any n > 1, you can take the direct product of any n groups. In fact, it can
even be done infinitely many times. In the infinite case alone, there is a
distinction between direct sum and direct product. This distinction cannot
be made in the finite case. Therefore, many authors use the term “direct
sum” to refer to what we have described here, and they are not wrong. But,
many students then believe that “direct products” and “direct sums” are
always the same, and that is not quite true either, because of the infinite
case. But, in the end, that is a topic for another book to cover.

Let us close with an exciting example. As the last exercise, you com-
puted the Caley table and list of inverses for Z2 × Z3. Now consider a ho-
momorphism φ : Z2 × Z3 → Z6, which is to be given by φ((a, b)) = a + 2b.
First, we must double check that this is a homomorphism

φ((a, b))+φ((c, d)) = (a+2b)+(c+2d) = (a+c)+2(b+d) = φ((a+c, b+d)) = φ((a, b)+(c, d))

Next, let us see that it is a bijection. To do this, we can simply list all

the elements:

Z2 × Z3 Z6

(0,0) 0
(1,0) 1
(0,1) 2
(1,1) 3
(0,2) 4
(1,2) 5

Since every element of Z6 is found in the list of answers, we can see that
φ is surjective. Since no element is repeated in the list of answers, we can
see that φ is injective. Together, this means that φ is bijective. Of course,
since we are dealing with finite sets, the concepts of injective, surjective
and bijective are identical. In any case, we have shown that Z2 × Z3 as
a group is isomorphic to Z6. Using a trick called the Chinese Remainder
Theorem, discussed in the Number Theory chapter, you will discover that
this can be done in general.
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7.15 More on Subgroups

Subgroups can often provide hints about the nature of the group that they
are from. Lets look at some interesting special subgroups, which are always
present in any group.

7.15.1 The Trivial Subgroup

The set {e} in every group is a subset containing the identity. The only
possible product is ee = e and so it is closed. Furthermore, ee = e implies
that e is the inverse of e and so the subset has inverses. Therefore, {e} is
a subgroup of every group. Since {e} is the trivial group, then it is called
the trivial subgroup.

7.15.2 The Center

The phrase “x commutes with y” signifies nothing more than xy = yx.
In an abelian group, all elements commute with all elements, so we will
assume the groups we work with are not abelian for now. It’s also easy to
see that all elements commute with themselves, since xx = xx. Suppose x
in G has the special property that xy = yx for all y in G. Again, if G were
abelian, this would be expected. Since G is not, this is useful information.
Consider the set C to be all elements c of G, such that c commutes with
every member of the group. This means cy = yc for all y in G. Clearly e
is a member of the center, since xe = x = ex, for all x. Sometimes instead
of saying “x is in the center”, we say “x is central.”

Now suppose a and b are both in C, and x is any element of G. Then
consider abx. Since b commutes with all of G, this is the same as axb.
Furthermore, a commutes with all of G, so this is the same as xab. This
means that ab commutes with x. Since I put no restrictions on what x
could be, this means ab commutes with the whole group, and ab is in the
center. Therefore, the center is closed. To show that the center contains
inverses for all its elements requires more symbolic gymnastics.

Let a be in the center, and let x be any group element. We can show
xa−1 = a−1x by

xa−1 = (x−1a)−1 = (ax−1)−1 = (x−1)−1a−1 = xa−1

Therefore, a−1 also commutes with the whole group, and C has inverses.
Thus C is a subgroup of G. The center of G is sometimes written Z(G).
This is, of course, an excellent choice of notation since the letter “z” appears
so many times in the words “center” and “commutes.”

In the case of an abelian group, every element commutes with every
element, and so C = G. And since e is always in the center, (we can say
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that e is always central) then C = {1} is the worse case scenario—C is
never smaller than the trivial group, or more plainly, is never empty. If
you are curious, an example from before called S5 is a group with the worse
case center, that is to say, a center of just the identity element. This would
be hard to prove but it turns out that SR also has a trivial center, which
we can now prove. But first, let us record a few facts.

Definition 7.33 The set of all elements of a group which commute with all
other elements of the group is called the center of the group.

Theorem 7.34 Let G be a group. The center of G is a subgroup, and there-
fore is non-empty. If G is abelian, G equals its center.

An Example: Consider the case of SR, the group of real-valued bijective
functions over the reals with function composition. If f ◦ g = g ◦ f then we
know f(g(x)) = g(f(x)).

Let g(x) be in the center of SR. Consider the family fk(x) defined by
fk(x) = kx. These are clearly all bijections, since f1/k(x) is the inverse, and
note that there is one such family member for each non-zero real number.

Surely g(fk(x)) = fk(g(x)) since g is central. This means g(kx) =
kg(x), a property summarized by the words “g is linear.” Note further,

g(x) = g(x1) = xg(1)

and so g is actually a member of the fk family. In fact, it is fg(1)(x). This
also means g(1) is non-zero, because if g(1) were zero, then g(x) would send
all inputs to zero, and thus not be a bijection.

Now let h(x) = x3, which is clearly a bijection. We know g(h(x)) =
h(g(x)), and so g(x3) = g(x)3. It turns out this is incompatible with our
previous knowledge if |g(1)| #= 1, as we will show in the next paragraph.
Here, |g(1)| means absolute value not “order” in the group theory sense.

What is g(8)? Since g(8) = g(23) then g(8) = g(2)3 = (2g(1))3 =
8g(1)3. But, we know g(8) = 8g(1). This means 8g(1) = 8g(1)3, or g(1) =
g(1)3. Therefore, clearly either g(1) = 1, or g(1) = −1, or g(1) = 0, since
these are the only real numbers that equal their cubes. We’ve already ruled
out g(1) = 0. Now we need only rule out g(1) = −1, which would imply
that g(x) = −x.

Consider p(x) = (x+1)3, which can be rewritten p(x) = x3+3x2+3x+1.
The inverse of p(x) is q(x) = ( 3

√
x)−1, and so p(x) is a bijection. But what

is g(p(x))? We can see that g(p(x)) = −x3 + 3x2 + 3x + 1. But

p(g(x)) = (−x + 1)3 = −x3 + 3x2 − 3x + 1 #= −x3 + 3x2 + 3x + 1

and so the g(x) = −x case is impossible.
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By process of elimination, g(x) = x, and so g(x) is the identity function.
Recall that we put no limitations at the start of the problem on what g(x)
had to be, other than it was in the center of the group, and so all elements
in the center of the group are the identity function. More plainly, the
center consists only of the identity function, or to be very group-theoretic,
the center is the trivial group.

Well, we know the identity element is in any group’s center, so this is
not news. However, this proves that the center of this group, only consists
of the identity element.

7.15.3 The Centralizer of x

Consider the set Cx to be the set of elements in G which commute with some
particular fixed x in G (not the whole group as before). Since ex = x = xe,
we know e and x commute and thus e ∈ Cx. Furthermore, if a commutes
with x and b commutes with x, then abx = axb = xab and ab commutes
with x, as we showed before in proving that the center of a group is a
subgroup.

To show inverses requires very serious gymnastics, contrary to the center
of a group. Pick any a commuting with x. First denote y to be a−1x.
Since y = a−1x then ay = x and also aya = xa. But x and a commute
so aya = ax and thus canceling a on the left ya = x. This inturn means
that y = xa−1. Since y = y then a−1x = xa−1 and we’ve shown a−1 and
x commute. Therefore a−1 is also in the centralizer. Since we said a could
be any element, Cx contains the inverses of all its elements. Therefore Cx

is a subgroup of G.

An Easy Example Consider the following matrices, members of GL2(Q),
where GL2(Q) is the group of 2×2 invertible matrices with rational entries:

A =

[

2 1
0 2

]

, B =

[

2 −11
0 2

]

These matrices commute with each other, but neither will commute
with a typical randomly chosen matrix. Try a few simple matrices C to
convince yourself of this, by computing AC and CA or BC and CB.

A Harder Example Consider SR. If x is in the center of G it commutes
with everything in G, so Cx = G. But this group only has the identity
element in its center. Alternatively, let f(x) = x + 1, clearly a bijection. If
f ◦ g = g ◦ f then f(g(x)) = g(f(x)) or g(x) + 1 = g(x + 1). Take as an
example g(x) = x +h. Then g(x)+ 1 = x+ h +1 = (x + 1)+ h = g(x +1).
So all the functions of the form g(x) = x+h are in the centralizer of x+1,
but possibly other things also.
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Sometimes the centralizer is much richer. In the same group, consider
the centralizer of f(x) = −x. Then if f ◦ g = g ◦ f then we know f(g(x)) =
g(f(x)) or −g(x) = g(−x). For example, f(x) = x, f(x) = 3

√
x, f(x) = x5,

. . . are all in there.

7.15.4 Intersections

Suppose G has two subgroups H and K. Consider the intersection of H
and K. Since the identity element is in all subgroups of G, we know that
H ∩ K is not empty. Suppose x and y are in H ∩ K. Then x and y are
both in H , which is closed and has inverses, so xy and x−1 are both in H .
Likewise, then x and y are both in K, which is closed and has inverses, so
xy and x−1 are both in K. Since xy is in both H and K it is in H ∩ K.
Likewise x−1 is in both H and K. Thus H ∩ K is closed and has inverses
for all its elements, and is a subgroup of G.

An Example Consider the group of integers on addition. The multiples
of 2 and of 3 are subgroups, and so must be their intersection. These are
the multiples of 6 of course, which is also a subgroup.

Exercises

1. Consider the group of integers on addition. Let A be the multiples
of 2. Let B be the multiples of 3. What is A ∩ B?

2. Give an example of a matrix in GL2(R) that is not in the center of
that group. (Recall, GL2(reals) is the set of 2×2 invertible matrices
on the reals).

3. Consider the symmetric group on five letters, defined on Page 223.
Prove that the centralizer of g(A) = B, g(B) = A, where g leaves all
other elements alone, is the set of permutations h such that h(A) =
A, h(B) = B, regardless of what h does to {C, D, E}.

7.16 Cosets

As we have already seen, subgroups reveal a lot of information about a
group, by showing the structure inside, and the organization of its elements.
As it turns out, a subgroup H of some group G tells you information about
not only the elements of H , but also about those elements of G which are
not in H . We will see that this information is quite powerful.

When a particular subgroup H of a group G is chosen, then we can
divide G into subsets, called cosets of H . One of these cosets is H itself.
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The primary mechanism of this reorganization of G is to write every element
of g as something in H plus/times something not in H . It is easier to see
how this works by some examples.

7.16.1 Cosets in Abelian Groups

First, let us start with the ordinary integers, G = Z. One subgroup of
the integers is the set of multiples of 4, or 4Z = H . Suppose we wanted
to write some integer z as the sum of an integer n1, and an integer which
is a multiple of 4. The multiple of 4 can be written as 4n2. There are
basically only 4 values required of n1. These are {0, 1, 2, 3}. Why not 4?
Well if z = 4 + 4n2 then z = 0 + 4(n2 + 1). Likewise, z = 5 + 4n2 can be
simplified to z = 1 + 4(n2 + 1). Similarly, z = −1 + 4n2 can be made into
z = 3 + 4(n2 − 1).

This choice of {0, 1, 2, 3} is arbitrary. We could easily have chosen
{−1, 0, 1, 2}, or any other of many other quadruples, but for simplicity it
is useful to have the identity element (here, 0) be one of those. Now, let us
see what these four subsets look like.

{. . . ,−16,−12,−8,−4, 0, 4, 8, 12, 16, . . .}
{. . . ,−15,−11,−7,−3, 1, 5, 9, 13, 17, . . .}
{. . . ,−14,−10,−6,−2, 2, 6, 10, 14, 18, . . .}
{. . . ,−13,−9,−5,−1, 3, 7, 11, 15, 19, . . .}

Observe, that the first of these is the subgroup under discussion, 4Z. Fur-
thermore, you can see that the set {0, 1, 2, 3} or the set {−1, 0, 1, 2} are
both simply “parliaments”, or sets of representatives, one from each of
these divisions of G. Now we can define a coset

Definition 7.35 Let G be an abelian group, with a subgroup H . The coset
of H represented by g ∈ G consists of all those elements which can be
written as g + h for some h ∈ H .

Note, there is a very similar definition for non-abelian groups. The first
thing we should check is to see if “the coset represented by g” happens to
contain g or not. Since H is a subgroup, we know it is a group and so it
has an identity element. Let us call this element e. This is, of course, also
the identity element of G, because e ∈ G, and a group can only have one
identity element. Surely g = g+e. And so, since we can write g as the sum
of g and “something in H”, then we know g is a member of “the coset of H
represented by g.” For this reason, many mathematicians will commonly
call that “the coset of H containing g.” Both of these are fine, but they
are a bit long, so the abbreviation g + H is used. It is crucial to remember
that g + H is a coset and not an element.

Another way to look at a coset, and perhaps a way that explains the
notation, is that if you take all the members of H , and add g to each and
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every one, you get the elements of g + H . Since our example is infinite,
this would take a very long time to actually do, but the idea is helpful.

Let another example be the group of non-zero reals, on multiplication,
R×. Let P be the set of positive reals. It is easy to see that P is a subgroup
of R×. Here, the operation is not + but × and so the “coset containing
g” will be denoted g × P , or even by gP for short. Consider any g ∈ R×.
Either g is positive, or negative. If it is positive, then g = 1 × g and so it
is a member of 1 × P . If g is negative, then g = −r where r is positive.
Thus, g = −1 × r, the product of something not in P with something in
P . These two possibilities, 1× P and −1× P , account for all of R×, since
we have accounted for all positive reals, and all negative reals. The set of
representatives could be {1,−1} or {π,−e} or any pair of real numbers of
opposite sign.

Now, with these two examples, we can return to a general abelian group
G and some subgroup of it, called H . We will just use additive notation
for now. An interesting question is to ask if “a and b can be found in the
same coset of H” is an equivalence relation or not. This is very wordy, so
we will denote it as a ≈H b. Thus the statement a ≈H b is true if there is
some coset of H that has both a and b in it, and false otherwise.

Obviously a ≈H a, since every member of G is in some coset g + H .
Next, if a ≈H b, then this means that b ∈ S and a ∈ S where S is some
coset of H . Well then b ≈H a is true, because S contains them both.

Transitivity is a bit messier, as always. To prove it, we need the fol-
lowing useful lemma. So far we have been talking about abelian groups.
For the following lemma, which applies regardless if the group is abelian
or not, we will use multiplicative notation, so that the reader can be sure
that we have never used the commutative law inside the proof. If the proof
of the lemma is confusing, it can be skipped by the reader.

Lemma 7.36 Let G be a group with a subgroup H. Two elements x ∈ G
and y ∈ G are found in the same coset of H, if and only if x−1y ∈ H.

Proof: First, we assume that x is in some coset aH , and that y is in the
same coset also. This means that one can write x = ah1 and y = ah2,
for some h1 ∈ H and h2 ∈ H . Observe that y−1 = h−1

2 a−1. And thus
that y−1x = h−1

2 a−1ah1 = h−1
2 h1. Since H is a subgroup of G, it is also a

group, and so h−1
2 h1 ∈ H . Thus y−1x ∈ H . But (y−1x)−1 = x−1y and a

subgroup contains the inverses of all of its elements, so then x−1y ∈ H , as
well.

Now suppose x−1y ∈ H . Call x−1y = h3. Since x ∈ G, there must
be some coset of H which contains x. Call this coset cH . This means
that x = ch4, for some h4 ∈ H . Furthermore, x−1 = h−1

4 c−1, or x−1y =
h−1

4 c−1y. This means that h3 = h−1
4 c−1y, or h4h3 = c−1y. Finally, we can
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say ch4h3 = y. Clearly h4h3 ∈ H since H is a subgroup, and thus y is a
member of the coset cH . !

Armed with this lemma, let us now take a ≈H b and b ≈H c. We
can rewrite the latter as c ≈H b since we have proven symmetry. This
means that a−1b ∈ H and also that c−1b ∈ H . Since H is a subgroup, it
contains the inverses of all its elements, and so (c−1b)−1 = b−1c is in H .
Since both a−1b and b−1c are in H , and H is closed, we know that their
product a−1bb−1c = a−1c is in H . But if a−1c = H , then we have that
a ≈H c. Thus ≈H is transitive, and symmetric as well as reflexive, so it is
an equivalence relation. We have now proven

Theorem 7.37 If G is a group and H is a subgroup, then let ≈H be a relation
on elements of G. For any two elements a and b in G, let a ≈H b if and
only if a and b are members of the same coset of H. Then ≈H is an
equivalence relation.

Since it is an equivalence relation, then all cosets are mutually exclusive
and collectively exhaustive. This means every element is in at least one
coset (which we already knew) and each element is in at most one coset
(that is the mutually exclusive part). Another way to say this is that each
element is in exactly one coset, or that cosets do not overlap at all. It will
turn out that these facts are very useful. We have proven

Corollary 7.38 If G is a group and H is a subgroup, then the cosets of H
are mutually exclusive and collectively exhaustive.

A finite group example would be helpful here, because this way we can
list all the elements, and then see the mutually exclusive and collectively
exhaustive properties, visually. Let us use the clock group C. The elements
{12, 3, 6, 9} = H form a subgroup. Recall that 12 is the identity element
in this group. The cosets are as follows:

12+C 12, 3, 6, 9
1+C 1, 4, 7, 10
2+C 2, 5, 8, 11

Now, we can rename the middle row 4 + C or 7 + C or 10 + C, but
it does not particularly matter. A typical set of representatives would be
{12, 1, 2} since it includes the identity. Here you can see that all the cosets
are mutually exclusive and collectively exhaustive. Furthermore, the cosets
are all of the same size. It turns out that this is true in general.

7.16.2 Cosets in Non-Abelian Groups

In non-abelian groups, we have left-cosets, and right-cosets. The left-coset
of H containing a is written aH , and consists of whatever you get when
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Name Computational Comb. Geometric
ι ι(a) = a, ι(b) = b, ι(c) = c [abc] Do nothing.
σ1 σ1(a) = b, σ1(b) = c, σ1(c) = a [bca] Rotate Clockwise by 120◦.
σ2 σ2(a) = a, σ2(b) = b, σ2(c) = c [cab] Rotate Counter-Clockwise by 120◦.
σ3 σ3(a) = a, σ3(b) = b, σ3(c) = c [acb] Flip about the Vertical line of symmetry.
σ4 σ4(a) = a, σ4(b) = b, ι(c) = c [cba] Flip, then rotate Clockwise by 120◦.
σ5 σ5(a) = a, σ5(b) = b, σ5(c) = c [bac] Flip, then rotate C-C by 120◦.

Table 7.4. Ways of Seeing the Group S3

multiplying every element of H by a, but with a on the left. Likewise, the
right-coset of H containing a is written Ha, and consists of whatever you
get when multiplying each element of H by a upon the right.

This is not a particularly easy to visualize concept and so an example
is useful. The reader should note that if this section is confusing, it can
be skipped. However, it is only in the non-abelian case that some of the
deeply subtle facts about cosets come out. Therefore, we hope you will
read this section and to make it easier, we provide the following example.

The Symmetric Group on Three Letters Earlier, we spoke of the symmetric
group on 5 letters, or S5. Here, we will now think of the symmetric group of
3 letters, or S3. Just as |S5| = 5! = 120, we will soon see that |S3| = 3! = 6.
Switching from 5 to 3 thus makes it much easier to list everything. (Recall,
|S| means the size of the set S).

Traditionally, we use the Greek letters σ and ι for permutations. This
is not universal, but σ is the Greek letter for “s” and that in turn is the
first letter of “symmetric group”. Thus σ1 and σ2 are excellent names for
members of the symmetric group. The ι is like an “i” without the dot, and
in fact is the Greek letter for “i”. Thus it is a good name for the identity
element.

There are two ways to think of this group. See Table 7.4. The first is
combinatorial, and consists of thinking in what ways can one scramble 3
objects. We can call these objects {a, b, c}. The following six choices exist,
and we will denote them with Greek letters (as is traditional when talking
about the groups Sn). The combinatoric column lists these 3! = 6 choices.
These each can be thought of as a function also, and that view is given in
the computational column. The geometric column will be explained in a
moment.

Take a piece of paper and make an equilateral triangle (a triangle with
60◦− 60◦− 60◦ angles). Label the corners a, b, c starting with the top, and
going around counter-clockwise. Be sure to label both sides, but do it so
that the corner marked “b” is marked “b” on both sides (otherwise this
doesn’t work). One way to think about this is a prism with a equilateral
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triangular base, but imagine the height of this prism becoming infinitesimal.
This figure is called a dihedral triangle. If you do the operation listed in the
geometric column, and then read of the corners, starting from the top and
going counter-clockwise, then you get what is listed in the combinatoric
column.

When we say “flip along the vertical line of symmetry”, that means
to flip the triangle so that the face-up side becomes face-down, and the
face-down side becomes face-up. Do this so that the two bottom corners
trade places but the top corner remains fixed. This is σ3. If you flip
twice, then you have essentially done nothing, so we can say σ3σ3 = ι or
σ2

3 = ι. Likewise, if you rotate three times in the same direction by 120◦

then you have 360◦, which means that nothing has happened. So we can
write σ1σ1σ1 = ι or σ3

1 = ι.
These operations are called symmetry operations because if you had not

labelled the corners, then the triangle would look totally identical before
and after any particular one of these operations (but not necessarily during
one). In some way, the group is talking about the information that is lost
if you forget to label the corners. Normally we think of losing information
as a bad thing but it can be a good thing also, as the following illustrates.

An Application Symmetry is really important in the theory of solving
systems of polynomial equations in many variables. Sometimes there are a
large number of solutions that are arranged in a complex but symmetrical
pattern. By establishing the symmetry group, you can then go find one
solution, and then know automatically where all the others are (or some-
times two or three solutions are needed before this becomes clear). The
author once said to a colleague S47 acts upon the solution set, so for any
given solution there are 47! ≈ 2.59 × 1059 solutions over the real numbers.
This was somewhat surprising because the system of equations that the
author was studying had 4096 cubic equations in 2256 unknowns, and so
one might imagine that it has no solutions. By discussing the symmetry
we can discuss individual points and not all 2.59 × 1059 of them.

Back to Group Theory The product σ1σ2σ3 = σ3 means “first do σ1

and then do σ2, and finally do σ3.” Functionally, that means σ3(σ2(σ1(x))) =
σ3(x). The reversal of order here is one of those unfortunate stumbling
blocks that happens to occur from time to time in mathematics. Since we
read from left-to-right, the sequencing of events should have the first on the
left and the last on the right. It should be noted that some textbooks use
the opposite approach. Matrix multiplication ABCx, uses the opposite, as
first C acts on x, then B acts on that, and finally A acts on that. Thus A
is last even though it is written first.
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But nonetheless, if you first rotate left, and then rotate right, you have
essentially done nothing. Thus we can say σ1σ2 = ι. Also, σ2σ1 = ι. But
in general the group is not abelian. For example, σ4σ3 #= σ3σ4. This can
be seen several ways. You can take each of the points a, b, c and see what
σ3(σ4(a)) is or what σ4(σ3(b)) is. Or you can use your paper triangle.

Exercises

1. Show that S3 is a group.

2. Show that σ4σ4 = ι, by calculating what σ4(σ4(a)) will be, and like-
wise for b, c.

3. Show that {ι, σ3} = F is a subgroup. The F stands for “flips”.

4. Show that {ι, σ1, σ2} = R is a subgroup. The R stands for “rota-
tions.”

The Cosets of S3 Suppose we take F to start. Remember F = {ι, σ3}
Then what is σ4F? Well, σ4ι = σ4, and σ4σ3 = σ1. Thus σ4F = {σ4, σ1}.
Now only two elements remain, σ2 and σ5. Sure enough, σ2ι = σ2 and
σ2σ3 = σ5. Thus σ2F = {σ2, σ5}. This means we could have called σ2F
to be σ5F instead, or σ4F to be σ1F instead, but so long as we pick one
representative from each coset, it is mathematically valid. Remember, the
names of the cosets are just representatives. So long as one is present from
each coset, it is valid—what I had jokingly called earlier a “parliament.”

Now let us calculate Fσ4. First, observe that ισ4 = σ4 and σ3σ4 = σ1.
Thus Fσ4 = {σ4, σ1}. This is good, because it was what σ4F equaled.
Since cosets are collectively exhaustive and mutually exclusive, we know
that the last two remaining elements which are unused, σ5 and σ2 must be
the last coset, and so Fσ2 = Fσ5 = {σ5, σ2}.

In the example above, the right-cosets and the left-cosets were the same.
This might lead one to think if it really makes any sense at all to have the
two separate terms. But, there are times when the left cosets and right
cosets are different, which we will now demonstrate.

The set {ι, σ4} = K is a subgroup, since you proved σ2
4 = ι in the

previous set of exercises. Let us now calculate the left-cosets and right-
cosets. It turns out you can calculate that σ3σ4 = σ1, and obviously
σ3ι = σ3, since ι is our identity element. So we have σ3K = {σ3, σ1}. The
two remaining elements are σ5 and σ2, and so σ5K = σ2K = {σ5, σ2}.

The right-cosets can be similarly found. First, we can calculate that
σ4σ3 = σ2. You can do this either by finding σ3(σ4(a)), and likewise for
b, c, or by using the paper triangle. Again, we know that ισ3 = σ3. Thus
we have that Kσ3 = {σ3, σ2}. The remaining elements are σ5 and σ1, and
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F = {ι, σ3} K = {ι, σ4}

ιF = {ι, σ3} Fι = {ι, σ3} ιK = {ι, σ4} Kι = {ι, σ4}
σ1F = {σ1, σ4} Fσ1 = {σ1, σ4} σ1K = {σ1, σ3} Kσ1 = {σ1, σ5}
σ2F = {σ2, σ5} Fσ2 = {σ2, σ5} σ2K = {σ2, σ5} Kσ2 = {σ2, σ3}
σ3F = {σ3, ι} Fσ3 = {σ3, ι} σ3K = {σ3, σ1} Kσ3 = {σ3, σ2}
σ4F = {σ4, σ1} Fσ4 = {σ4, σ1} σ4K = {σ4, ι} Kσ4 = {σ4, ι}
σ5F = {σ5, σ2} Fσ5 = {σ5, σ2} σ5K = {σ5, σ2} Kσ5 = {σ5, σ1}

Table 7.5. Two collections of cosets in the group S3.

so Kσ5 = Kσ1 = {σ5, σ1}. We have now done quite a few calculations.
Let us now summarize them, see Table 7.16.2.

You can see, in the above table, that with F , all the left-cosets xF are
equal to Fx, the corresponding right-coset. But with K, this is not the
case. You might also be able to see that in an abelian group, the left-cosets
and right-cosets have to always be the same, because of the commutative
property of the group. Since ab = ba for all a, b, then Ka = aK must be
true for any a and any subgroup K.

It turns out that there is a property of a subgroup H of any group G
that will determine when this will happen. If a subgroup H is “normal”,
a term we will define very shortly, then xH = Hx for all x ∈ G. But if
H is not a normal subgroup (for some reason, no one ever says “H is an
abnormal subgroup”) then there is some x such that xH #= Hx. We will
prove this shortly.

Because of the commutative law for operators of abelian groups, we
know that all subgroups of abelian groups are normal. Only non-abelian
groups can have subgroups that are not normal. As it turns out, however,
there are some non-abelian groups where every subgroup that exists hap-
pens to be a normal subgroup. These are the Hamiltonian Groups. The
Hamiltonian Groups include the Quaternions, which are a really fascinating
group, for many reasons, and form the basis of the Hamiltonian Mechanics
in physics. We can’t discuss them here, which is a pity, but the excellent
book On Quaternions and Octonions contains an easy to read but very
detailed description of them.

Before we tackle normal subgroups, there are some properties of cosets
that are true regardless if the subgroup is normal or not. We will identify
those properties first.
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7.16.3 The Sizes of Cosets

As it turns out, cosets enable us to prove a remarkable number of facts
about groups. The main mechanism by which this takes place is that all
the cosets of H in G are the same size. In fact, when they are infinite, we
can be even more specific. They are of the same cardinality.

Recall, that we say two sets A and B are of the same cardinality if
they are in bijection with each other, or if there is an injective function
f : A → B and another injective function g : B → A. We will explicitly
define those functions.

Theorem 7.39 If H is a subgroup of a group G, then for all a ∈ G and
b ∈ G, the left-cosets aH and bH and the right-cosets Ha and Hb, all have
the same cardinality.

Proof: Let x ∈ aH . This means that x = ah1 for some h1 ∈ H . Let
fa(g) = a−1ga for all g ∈ G. One can see that fa(x) = a−1ah1a = h1a.
Thus fa(x) ∈ Ha. Is f injective? Suppose fa(x) = fa(y). Then a−1xa =
a−1ya. Multiplying on the left by a results in xa = ya, and on the right
by a−1 results in x = y. Thus the map fa is injective.

Observe that fa mapped aH to Ha. Then one can construct a map
f ′

aHa → aH , given by f ′
a(g) = aga−1. Again, if x ∈ Ha then x = h2a

for some h2 ∈ H , and f ′
a(x) = ah2aa−1 = ah2, and clearly f ′

a(x) ∈ aH .
Injectivity can be proven by the same argument as before.

Now we have shown that aH and Ha have the same cardinality.
Consider a map f5 : aH → bH , given by f5(g) = ba−1g. Then for

any x ∈ aH , since x = ah1, we have f5(x) = ba−1ah1 = bh1. And so
f5(x) ∈ bH . Injectivity can be proven by the same argument as before.
The other injection is χ(g) = ab−1g, which maps χ : bH → aH .

Consider a map ψ : Ha → Hb, given by ψ(g) = ga−1b. Then for
any x ∈ Ha, since x = h2a, we have ψ(g) = h2aa−1b = h2b. And so
ψ(x) ∈ Hb. Injectivity can be proven by the same argument as before.
The other injection is ω(g) = gb−1a, which maps χ : Hb → Ha.

Thus these six injective maps, fa, ga, φ, χ, ψ, ω, show that aH, Ha, bH, Hb
are all of the same cardinality. !

Summary of Cosets The proof above was mostly just symbol manipulation
and so sheds little light on what is going on, even if it logically establishes
the point. The idea is merely that when H is a subgroup of G, the elements
of G can be reorganized into sets, all of which are mutually exclusive,
collectively exhaustive, and of the same size. They are called cosets, and
one of them is H itself. And now having invested the time and effort to
learn about cosets and prove this theorem, we can harvest a tremendous
amount of information.
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7.16.4 Corollaries

The first corollary deals with finite groups, and restricts their possible sizes.

Corollary 7.40 (Lagrange) For a finite group G, and a subgroup of it called
H, the size of H is a divisor of the size of G.

Proof: The cosets of H are mutually exclusive and collectively exhaustive.
That means all elements of G are found in them. They are also all the
same size, by the previous theorem, and since H is one of the cosets of H ,
then all of the cosets of H are of size equal to the size of H . Then we have

(Size of H) × (Number of Cosets) = (Size of G)

or more simply,

(Number of Cosets) =
(Size of G)

(Size of H)

Obviously, the number of cosets is an integer, and so “the size of H”
must evenly divide “the size of G.” !

For example, if |G| = 25 then the only possible subgroups are {1, 5, 25}.
Recall |G| = 25 means the size of G as a set is 25 members). A subgroup
of size 25 is obviously G itself. Since all subgroups contain the identity
element, the subgroup of size 1 has only the identity element, and so is the
trivial subgroup. Therefore one need only consider subgroups of size 5.

Therefore, if you have a particular G that you are working with, you
can write down all the divisors of the size of G. This can help you find all
of the subgroups of H , since you can rule out any sizes which do not divide
the size of G.

Corollary 7.41 Let G be a finite group with n elements. The a subgroup H
of G, with H #= G, has at most n/2 elements.

Proof: We must consider how many cosets of H there are. Suppose there
was just 1. Then since H is a coset of H , then that means that the coset
is H itself. Since all cosets collectively contain all of G, that means that
H = G, which we have disallowed. (Formally, we have required H to be a
proper subgroup of G, which means that H is a subgroup of G and H #= G).

Therefore, the number of cosets, call it n, has to have n ≥ 2. Denote
the size of G by |G| and the size of H by |H |, and we have

n =
|G|
|H |
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but since we know n ≥ 2 we have

2 ≤
|G|
|H | or |H | ≤

|G|
2

And so a proper subgroup H has at most half of the elements of G. !

Once, when I was first learning Group Theory, I imagined a group where
almost every element commutes with every other element. Only that there
were one or maybe two exceptions, elements which did not commute. I
thought it was unfair that the whole group be classed non-abelian, only
because of a small number of offenders, and I sat down to find an example
where the number of such exceptional non-commuting elements was very
small. Later, when I learned about the center of a group, I discovered all
my efforts were in vain.

The center of a group, as we discussed earlier, is the set of all elements
in the group which commute with all elements of the group. Furthermore,
the center is a subgroup. If the group is non-abelian, then clearly it is a
proper subgroup. By the previous proof, we know that it contains at most
half of the group. Therefore, the non-commuting elements are at least half
of the group. There is no such thing as a group with a very small number
of exceptions. It also happens to be true that the smallest non-abelian
group is S3, the symmetric group on 3 letters, which we studied earlier.
As it turns out, the center of S3 is {ι, σ3}, or only two out of six possible
elements.

Earlier, when discussing cyclic groups, we mentioned that every ele-
ment a in every group has a cyclic subgroup, denoted < a >, of the form
{

e, a, a2, a3, a4, . . .
}

where e is the identity element. This allows us to prove
the following theorem.

Corollary 7.42 Let G be a group of finite size s, and suppose further that s
is prime. Then G is a cyclic group.

Proof: Let a be any element in G other than the identity element. We
know this is possible because if no such element exists then G = {e}, the
trivial group, and that has size 1, but 1 is not prime, and so this is ruled
out.

Consider the subgroup < a >. Since G is finite, we know < a > is
finite, and so we can talk about its size. It must divide s by the previous
corollary, but s is prime. The only divisors of any prime number are itself
and 1. But we know that < a > contains both a and e. Furthermore, we
required a #= e. Thus < a > has at least two elements. Thus the size of
< a > must be s, because that is the only choice left.

This means, of course, that < a >= G. Since < a > is cyclic, this
means that G is cyclic. !
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This is a pretty amazing statement. Normally, for any size of group,
there are several non-isomorphic groups of that size. But, for prime sizes,
this is not so. All groups of that size are cyclic, isomorphic to Zs.

Finally, recall that the size of < a >, the subgroup generated by a, is
the order of a. For this reason, the size of any subgroup is occasionally
called the order of that subgroup, even if it is not a subgroup of the form
< a >. As you have no doubt noticed at this point, group theorists are
fond of adopting new terminology, particularly if it makes their sentences
shorter. Two important pieces of terminology follow

Definition 7.43 The order of a subgroup H is the number of elements in H .

This brings us to another corollary

Corollary 7.44 The order of an element b in a group G of size s, is such
that b is a divisor of s.

Proof: Let < b > be the subgroup of G generated by b. Since < b > is
a subgroup, the size of < b > must divide the size of G. But the size of
< b > is the order of b. Thus the order of b must divide s, the size of G.!

A similar term to the order of a subgroup is the index of a subgroup,
and it is given by

Definition 7.45 If G is a group and H a subgroup, then the number of cosets
of H in G is called “the index of H in G”.

and we proved earlier that the index of H and the order of H must divide
the size of G, which is sometimes called the order of G.

Thoughts on the Size of a Finite Group In summary, we can see that the size
of a group can tell one a great deal about what can be and cannot be in
the group. The sizes of subgroups are likewise very informative. Therefore,
group theorists often classify groups by their size. A common question on
qualifying exams in Algebra for the PhD in math would be “classify all
groups of order 143.” Since 143 = 11×13, then one knows that there could
be proper subgroups of size 1, 11 or 13, but no other sizes. Furthermore,
additional theorems called Sylow’s Theorems can guarantee the existence
of those subgroups, but we do not have space to discuss it in this book. You
will also observe that 11 and 13 are both prime, and so we know exactly
what those two subgroups are isomorphic to. They are precisely isomorphic
to Z11 and Z13.

In fact, the story gets far more interesting. There is a book, listed at
the end of the chapter, which lists all groups of size up to 100, except those
of size 64 and 96. What this means is that if there is a group of size 100
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or less, but not of size 64 or 96, then it is isomorphic to a group in that
book (thus, it is really a book of types, not of groups, but mathematicians
consider two isomorphic groups to be the same group). Since large groups
might be composed of lots of small pieces from this book, then you can see
how useful this classification is.

Now a natural question to ask, given the structure of the book, is why
all groups of size up to 100 and not those of size 64 or 96? It turns out that
the powers of 2 cause a problem. The book devotes a number of pages to
the groups of order 25 = 32, but even at this size there is quite a diversity.
For the sizes 64 = 26 and 96 = 3×25, it is just too complex to list them all
concisely. In fact, one edition of the GAP computer algebra package has
all finite groups of size up to 1000, except size 512. Even at size 28, there
are 56092 of those.

Yet another natural question to ask, is if all the finite groups of size
higher than 1000 are known. It turns out that a group can be decomposed
into “simple groups”, which are groups that have no normal subgroups.
Thus, simple groups are the building blocks from which all groups can be
built. Often, we do not think of a group as the combination of its simple
groups, but the idea is that we could if we wanted to. Thus, there was a
huge effort, ending in the 1980’s, to find all the finite simple groups. And
indeed, in what has to have been one of the largest efforts in the history
of mathematics, it was done. The very last one was “the monster group”,
which has 808,017,424,794,512,875,886,459,904,961,710,757,005,754,368,000,000,000
elements in it! The elements are 196,884 by 196,884 matrices, and it’s Caley
Table would have roughly 652× 1099 entries.

1. Suppose G is a finite group, and has odd size. Show the largest
subgroup H with H #= G has at most one-third the elements of G in
it.

2. Let p be the smallest prime that divides the order of a group G which
is not abelian. Then at most |G|/p elements of G are in the center of
G.

7.17 Normal Subgroups and the Quotient Group

Recall that subgroups which happen to be the kernel of a homomorphism
are called normal. It turns out that normal subgroups have many important
properties. Here’s a lemma that seems non-informative, but turns out will
be a very nice tool.
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Lemma 7.46 Let G be a group, and N a normal subgroup of G. Let φ :
G → H be the homomorphism for which N is the kernel. Then gng−1 ∈ N
for all g ∈ G and all n ∈ N .

Proof:

φ(gng−1) = φ(g)φ(n)φ(g−1) = φ(g)eHφ(g)−1 = φ(g)φ(g)−1 = eH

Therefore since φ maps gng−1 into the identity element of H , then
gng−1 is in the kernel of φ, which is N . !

The following is true for any fixed, particular member g ∈ G. First, a
shorthand for “if n ∈ N then gng−1 ∈ N” is “gNg−1 ⊂ N”, using coset
notation. It turns out that gNg−1 ⊃ N also, which means that for all
n1 ∈ N , there is some n2 ∈ N so that one can write n1 = gn2g−1.

Lemma 7.47 Let G be a group, and N a normal subgroup of G. Let φ :
G → H be the homomorphism for which N is a kernel. Then n ∈ gNg−1

for all g ∈ G and all n ∈ N .

Proof: Pick some n1 ∈ N , and some g ∈ G, and let x = g−1. By the
previous lemma xn1x−1 ∈ N , so we could write xnx−1 = n2. Left multiply
by x−1 and obtain nx−1 = x−1n2 and now right multiply by x, yeilding
n = x−1n2x. Substitute g−1 = x, and obtain n = (g−1)−1n2g−1 yielding
n = gn2g−1 since (g−1)−1 = g.

Since n = gn2g−1 we can write n ∈ gNg−1. Since we picked n arbitrar-
ily, we can also write “for all n ∈ N we have gng−1 ∈ N or more simply
using coset notation N ⊂ gNg−1. !

Combining these two lemmas we get that gNg−1 ⊂ N and N ⊂ gNg−1.
This means that N = gNg−1.

Now one could be tempted to multiply that formula by g on the right,
and get Ng = gN . It turns out this is perfectly rigorous but it does not
demonstrate why this is true, so we will discuss this point in further detail.

Since we know N = gNg−1, this means for any particular member of
N , called n1, there is an n2 such that n1 = gn2g−1. Using this fact, we
will show Ng ⊂ gN , and gN ⊂ Ng also, and so Ng = gN .

One direction: Pick an n1 ∈ N . Then there is an n2 ∈ N such that
n1 = gn2g−1. Right multiply by g, and get n1g = gn2. This also means
n1g ∈ gN . Since we made no conditions on n1, then this statement is true
for all n1 ∈ N , which means Ng ⊂ gN .

The other direction: Pick an n2 ∈ N . Then there is an n1 ∈ N such
that n1 = gn2g−1. Right multiply by g, and get n1g = gn2. This also
means Ng 3 gn2. Since we made no conditions on n2, then this statement
is true for all n2 ∈ N , which means gN ⊂ Ng.

Combining this, we get gN = Ng.
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Theorem 7.48 If G is a group and N is a normal subgroup of G, then gN =
Ng for all g ∈ G.

This took quite some effort to prove. Let us recap. In abelian groups,
gN = Ng is always true. But in non-abelian groups, sometimes gN #= Ng.
Yet, we’ve shown that in the special case of n being the kernel of some
homomorphism then gN = Ng is always true. Such N are called “normal”
subgroups, as mentioned earlier. Now, using this knowledge, we can do a
great deal.

Lemma 7.49 If G is a group and N is a normal subgroup of G, then (aN)(bN) =
(ab)N .

Proof: First, start with the associative law and write (aN)(bN) = a(Nb)N .
But, since N is normal, Nb = bN . This yields (aN)(bN) = a(bN)N .
Applying the associative law a second time get (aN)(bN) = (ab)(NN).

Now the notation NN means an element of N times an element of N .
Well surely by closure this is in N , or in notation NN ⊂ N . Also, every
element of n ∈ N can be written as en, and since e ∈ N and n ∈ N then
n ∈ NN , or N ⊂ NN . Thus NN = N .

Conclude now that (aN)(bN) = (ab)(N). !

This is coset notation for “if you take something in aN and multiply it
by something in bN , you get something in abN .” Of course, multiply here
means the group operation and not necessarily ordinary multiplication.

Theorem 7.50 Let G be a group and let N be a normal subgroup of G. Let
the set of all cosets of G be called Q. Then Q is a group, with (aN)−1 =
a−1N . The identity element of this group Q is N .

Proof: Like any proof that a set and operator form a group, we have four
things to show.

Closure: Let aN and bN be elements of Q. By the previous theorem
(aN)(bN) = (ab)N . But (ab)N is a coset, and thus in Q.

Associativity: Now let aN, bN, cN be in Q (and thus they are cosets).
The following is a formal manipulation of symbols.

[(aN)(bN)](cN) = [(abN)](cN) = (abc)N

Likewise

(aN)[(bN)(cN)] = (aN)[(bcN)] = (abc)N

These are equal, and so we have associativity. That was ugly, but the
rest is easy.
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Identity: Let a be any element in G. Consider (aN)N , by associativity
we know (aN)N = a(NN), but NN = N as we found out above. So we
get (aN)N = aN . Therefore N is the identity element.

Inverses: Consider (aN)(a−1N). By associativity we can rearrange,
and get (aN)(a−1N) = a(Na−1)N , but since Nx = xN for all x ∈ G, we
can write (aN)(a−1N) = a(a−1N)N . Using associativity a second time
(aN)(a−1N) = (aa−1)(NN) = (e)(NN) = NN = N . Since (aN)(a−1N)
is the identity element, then the inverse of (aN) msut be a−1N . !

This group is called the quotient group. The formal manipulation of
the symbols so far in this section has been relatively straightforward, but
nontrivial. Wrapping one’s mind around the concept of the quotient group
is a bit harder.

Don’t be depressed if it takes you a while to get this concept. The
author himself took a long time to understand the idea of a coset.

7.17.1 Examples of Quotient Groups

Earlier, we had three examples of abelian groups and the cosets of one of its
subgroups. The first was the integers Z on addition. The subgroup was the
set of multiples of 4, and the representatives of the cosets were {0, 1, 2, 3}.
Suppose we add 41 + 58 = 99. The integer 41 is from the coset containing
1 because 1 + 4(10) = 41, and likewise 58 is from the coset containing 2
because 58 = 2 + 4(14). Lastly, 99 is from the coset containing 3 because
3 + 4(24) = 99. This notation is cumbersome. Therefore, to say “the coset
containing 3”, we will simply write [3].

Now suppose x ∈ [a] and y ∈ [b] in this case. This means that x =
a + 4n1 and y = b + 4n2. Then surely x + y = a + 4n1 + b + 4n2, or more
simply x + y = (a + b) + 4(n1 + n2). This means that x + y ∈ [a + b]. We
can then think of the cosets {[0], [1], [2], [3]} as a group (the quotient group
of the integers “mod” the multiples of 4, or the integers modulo 4). This
is of course, the cyclic group of 4 elements, or Z4.

The clock group is another example of this. Consider the ordinary
integers on addition, with the subgroup being the multiples of 12. The
cosets are thus {[0], [1], [2], . . . , [11]}. For example, if x = a + 12n1, and
y = b + 12n2, then x + y = (a + b) + 12(n1 + n2). The only anomaly is
that we use 12 o’clock instead of 0 o’clock, but since 0 and 12 are in the
same coset, this is not a problem. The inverse of [a] is [12 − a]. In other
words, the inverse of [5] is [7] so that [5]+ [7] = [12] = [7]+ [5], and likewise
the inverse of [8] is [4] so that [4] + [8] = [12] = [8] + [4]. And so, this
clock group, which is so very familiar, is actually the integers modulo 12,
or the cyclic group of 12 elements. We have not proven that here, but only
outlined the argument.
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Another one of our earlier examples was the set of non-zero real numbers
on multiplication, R×. The subgroup was the set of positive numbers, and
the representatives were {1,−1}. But a positive times a positive is positive,
a positive times a negative is negative, and a negative times a negative is
positive. This sets up the following Caley table:

[1] [−1]
[1] [1] [−1]

[−1] [−1] [1]

Now if you assign [1] the name “1” and [−1] the name 0, you see that
this is identical to the parity group, {0, 1}. Thus the non-zero reals on
multiplication, modulo the positive reals, is the parity group!

Exercises

1. Formally prove that the quotient of Z with the subgroup 4Z (the
multiples of four) is the cyclic group Z4.

2. Prove that the center of a group is always a normal subgroup.

3. Prove that if G = H × K that H is a normal subgroup of G.

4. Write the Caley table for the group S3 modulo the subgroup {ι, σ3}.

5. Show that, for the group of length 5 binary strings, as explained on
Page 220, the set of strings that begin with 00 is a subgroup.

6. Describe the quotient group formed by the previous example.

7.18 Further Reading

The following texts are excellent references or first textbooks in group the-
ory. They are listed in order of difficulty, and the hardest is last.

1. J. Rotman, First Course in Abstract Algebra. 3rd ed. Prentice-Hall.
2005. [Rotman 05]

2. J. Gallian. Contemporary Abstract Algebra. 6th ed. Houghton Mifflin
Company. 2004. [Gallian 98]

3. J. Fraleigh. A First Course in Abstract Algebra, 7th ed. Addison
Wesley. 2002. [Fraleigh 02]

4. I. N. Herstein. Topics in Algebra, 2nd ed. Wiley. 1974. [Herstein 75]
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For those interested in applications, I recommend,

1. D. Joyner, R. Kreminski, and J. Turisco. Applied Abstract Algebra.
Hiedelberg, Springer-Verlag. 2004.[Joyner et al. 04]

2. R. Lidl and H. Niederreiter. Introduction to Finite Fields and their
Applications. Cambridge University Press. 1994. [Lidl and Niederreiter 94]

A great history of this topic is Van Der Waerden’s A History of Algebra:
From Al-Khwarizmi to Emmy Noether. [van der Waerden 85]

Finally, there is the book that lists all groups of order up to 100, except
64 and 96: Die Untergruppenverbände der Gruppen der Ordnung ≤ 100
mit Ausnahme der Ordnungen 64 und 96. by J. Neubüser, 1967. In fact,
this was his “Habilitationsschrift” at the University of Kiel, which is like
a dissertation for the Habilitation degree, a degree above the PhD used in
German-speaking countries, France, and elsewhere.

Also, for those interested in the Quaternions, I recommend On Quater-
nions and Octonions by John Horton Conway and Derek Smith. [Conway and Smith 03]


